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Abstract:

The combination of wavelet theory and neural networks has lead to the devel opment of
wavelet networks. Wavelet networks are feed-forward neural networks using wavelets as
activation function. Wavelet networks have been used in classification and identification
problems with some success. The strength of wavelet networks lies in their capabilities of
catching essential features in ''frequency-rich" signals. In wavelet networks, both the
position and the dilation of the wavelets are optimized besides the weights. Proposed multi
wavelet network are used in identification problems of nonlinear systems. A multiwavel et
network is constructed as an alternative to a neural network to approximate a nonlinear
system.

Keywords. Wavelet transform, Multiwavelet Network, Neural network, Wavelet
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1. Introduction:

Multiwavelet network is a network combining the ideas of the feed-forward neural
networks and the wavelet decompositions. Zhang and Benveniste! provide an alternative to
the feed-forward neural networks for approximating functions.

Multiwavelet networks use simple wavelets and multiwavelet network learning is
performed by the standard back propagation type algorithm as the traditional neural network.
Multiwavelet network can approximate any continuous functions on [0,1]" and have certain
advantages such as the use of wavelet coefficients as the initial value for back propagation
training and possible reduction of the network size while achieving the same level of
approximation. In a feed-forward network, neurons take their inputs from the previous layer
only and send the outputs to the next layer only. Since the signals go in one direction only, the
network can compute a result very quickly. Basic neurons of a multiwavelet network are
multidimensional wavelets and the neuron parameters are the dilation and transation
coefficients. The output of a multiwavelet network is the linear combination of the values of
several multidimensional wavelets.

Because of multiwavelet decomposition, wavelet networks provide universa
approximation properties?-

An explicit link exists between the network coefficients and appropriate transforms. This
also derives from the properties of wavelet decomposition, translation, scale, and rotation may
be used to design the constraints. Furthermore, the availability of direct and closed form
formals for computing the continuous wavelet transform is helpful in initial guesses of the
wavelet network coefficients

2. Computation of Multiwavelet Network

By merging the Multiwavelet Transform theory with the basic concept of neura
networks, a mapping network called Multiwavelet Network (MWN) or Multiwavenets is
proposed as an dternative to feed forward neural networks and wavelet network for
approximating arbitrary nonlinear functions.

It has been shown that Multiwavelet networks reveal the same approximation capabilities
as traditional neural networks and wavelet networks, however they have better initiaization
characteristics due to the storing influence of wavelet theory in constructing the network.

The Multiwavelet network algorithms consist of two processes: the self construction of
networks and the minimization of error. In the first process, the network structures applied to
represent and determine using wavelet analysis. The network gradually recruits hidden units
to effectively and sufficiently cover the time-frequency region occupied by a given target.
Simultaneously, the network parameters are updated to preserve the network topology and
take advantage of the later process.
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In the second process, the approximations of instantaneous errors are minimized using an
adaptation technique based on the Least Mean Square (LMS) algorithms. The parameter of
theinitialized network is updated using the steepest gradient-descent method of minimization.

Each hidden unit has a square window in the time-frequency plane. The optimization rule
is only applied to the hidden units where the selected point falls into their windows.
Therefore, the learning cost can be reduced!*® .

3. Proposal Method of Multiwavelet Network

The structure of Multiwavelet Network (MWN) is shown in Figure (1) where the input
layer consist of two neurons since the input data consist of two dimension therefore the input
layer can be consist from of neurons. If the input data are three dimension also the activation
function is (one).The first hidden layer consists of six neurons each two of them take the
minimum and then reach to the same neuron in the second hidden layer to select the output to
the output layer.

The activation functions of the neurons in the first hidden layer must be different and two
dimensional functions and the activation functions on the second hidden layer also must be
different and one dimensional functions selected depending on the characteristics of the input
date where this issue is very important in order to reach to the goal with minimum time and
caculation. The output layer consists of one neuron and the activation function is the
summation of the input to it.

The weights between the input and the hidden layer is equal to (one) but the weights
between the second hidden layer and the output layer is modified according to the
modification equations of it.
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Fig .(1) Theblock diagram of the Proposed Algorithm of MWN.

4. Proposed Method for MWN single Output

The MWN architecture approximates any desired image y by generalizing a linear
combination of two set of daughter wavelets h,,, (x1,x2) and h,,,(x1,x2), where the
daughter wavelets h,,(x1,x2) and h,,,(x1,X2) are generated by dilation, &, and
trandation, D, from two mother wavelets hl(t 1,t 2) and h2(t 1,t 2), where

-b -b
PEE P o AL)

The network architecture is shown in Figure (1):

h..(x1,x2) =h (*L b,XZ_ b) ....................... 1)
1 a a
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x1- b X2- b
a '’ a

h, .5 (X1, x2) =, ( ) 2

where

a: Dilation factor, with @ > 0.

b: Trandation factor.

(x]_, x2) . are the two dimensions date.

A MWN is a 3-layers feed forward neural network. First the MWN parameters, dilation
as, trandation b's, and weight w's should be initialized, and the desired sets of data, the input
signa x isthe data value, the desired output (target) y, the number of scaling functions p (p=2
in this work) and the number of wavelonsk are given(in our proposed method k=3).Assuming
that the network output function satisfies the admissibility condition and the network

sufficiently approximates the target. The approximated signal of the network 9can be
represented by equation:

N K :
y(xl, x2) = Elwi gci 3 (Min) (3)

(xl, )(2) are the two dimensions data.

W, isthe weight coefficients between hidden and output layers.

i=1,2,..., k. kisanumber of wavelonsin second hidden layer.
gC d is a daughter wavelets.
| |
Similar to WN, after constructing the initial MWN and after calculating output signal of
the network, the training of MWN starts. It is further trained by the gradient descent
algorithms like least mean squares (LMS) to minimize the mean-squared error. During
learning, the parameters of the network are optimized.

The MWN parameters aj ”

LMS algorithm by minimizing a cost function or the energy function, E, over al function
interval using equation (5).

and bj . in the first hidden layer can be optimized in the

E=1 3¢ e (B
2t=1
17 -

E==a(y- )° e (5)
2'[:1
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The energy function is defined by equations (4) and (5), Y(X) is the desired output

(target) and Y(X) isthe actual output signal of MWN.
To minimize E the method of steepest descent is used, which requires the gradients

ﬂﬂ_E, and 1E for updating the incremental changes to each particular parameter a i
a. . . ’
],I ],I
and bj’i , respectively. The gradients of E are:
T . 1h
fE - Jg ThCatad ©
b = b
Js! Jii
1€ _ I he) _ 1E
= =-3E 1+t o) — L=t 1+t 2)——— i,
W, & a1+t 2) 0y ta 2)ﬂb“ (7
_x-b o x2-by :

The incremental changes of each coefficient are simply the negative of their gradients as
in equations (9) and (10). Thus each coefficientsb, and @ of the network is updated in
accordance with the rule given in equations (11), (12).

Db=- 1E U (¢)
b
- JE e (10)
fa
b(t +1) :b(t)+rrbDb e (10)
a(t+1) =a(t)+rraDa ....................... (12)

Where ( rrb: rra =0.1 or any value less than 1).
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The training agorithm of the proposed multiwavel et network consists of the following

SiX steps:

1)

2)

3)
4)

5)

6)

Initialize MWN parameters, dilation as, trandation b's, and weight w's, p=2, two mother

S Bab xo O o Bah xz-boﬂ
waveletsflltersehg ! '—U , the desired sets of data, the

E R
input signal x, the desired output (target) y, and the number of wavelonsis 3.
Set: the number of trainings, iter = 0, the incremental changes of each coefficient,
(Da, Db) =0, and the initial square error, Eiter =0.1(or any value lessthan 1).

Calculate the approximated signal of the network 9 using equation (3).

Calculate the gradients of each coefficient using equations (6), (7) and calculate the
coefficients incremental changes which are the negative of their gradients using equations
).

Choose a constants M, Mg =0.1 and calculate the new coefficients biter ., and

W of the network in accordance with the rules given in equations (11), and (12).

Calculate the square error Ei using equation (5).

ter +1
If Ejiter +1 1S SMall enough (as required or reach the desired value), then the

training is good and the algorithm is stopped. Otherwise, set iter = iter + 1 and
go to step (3).

In the second hidden layer
To minimize E the method of steepest descent is used, which requires the gradients

fE E 1E _ _ .
——, —, and —— for updating the incremental changes to each particular parameter W,
w  fc |
Ci , and di , respectively. The gradients of E are:
E_ I
— =-34E"9gt) (13)
fw =2

ﬂdI t=1 i ﬂdu ....................... (14)
ﬂE -ér_ E' t ﬂg(t ) =t ﬂE ) (15)
qc t=1 " qd d
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Where
t Min- di
= ceeernnenn(16
c (16)
t
The derivatives of the various wavelet filter with respect to its trandation, ﬂg( ) , are

i
given M,
Incremental changes of these coefficients are ssmply the negative of their gradients,

N o L S o (17)

Tw M’ Tc

Here these coefficients w;, ¢ and d;, of the WN are updated in accordance with the
following rules

w(n+1) =w(n)- hWDW
d(n+1)=d(n)- h Cd
c(n+l)=c(n)-h bc (18)

where h isthefixed learning rate parameter.

The incremental changes of each coefficient are simply the negative of their gradients as
in equation (18). Thus each coefficientW, d , and C of the network is updated in accordance
with the rule given in equations (13-15).

The training algorithm of the second hidden layer parameters are of the following six
steps:

1) Initialize parameters: dilation c's, translation d's, and weight w's, p=1, two mother

€ &\in- d U
wavelets filters ggg—'% , the desired sets of data, theinput signa X, the desired

6¢ S

output (target) y, and the number of wavelonsis 3.

2) Set: the number of trainings, iter = 0, the incremental changes of each coefficient,

(Dw, Dc,Dd) =0, and theiinitial square error, E.. =0.1

3) Cadculate the approximated signal of the network 9 using equation (3).
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4) Calculate the gradients of each coefficient using equations (13), (14), (15) and calculate
the coefficients incremental changes which are the negative of their gradients using

equation (18).
5) Choose a constants N yy,n 4,0 ¢ =0.1 and calculate the new coefficients W ,
iter +1

d
iter +1
6) Calculate the square error Ei tor +1 using eguation (5).

and Citer L of the network in accordance with the rules given in equation (18).

If Ejter +1 iSsmall enough(as required or reach the desired value),( Ejier +1=0.001), then

thetraining is good and the algorithm is stopped. Otherwise, set iter = iter + 1 and go to (3).
Figure (2) shown the mechanism of the MWN training a gorithm.

Start

!

Choose Mother
Wavelet & No. of
Wavelons

!

Initialize MWN parameters w’s,
a's and b’s.

L
Give desired set of Data y(t)

|

Pd=s MWI?.I Compute Approximated signal y" by
parameters using 3)
eqgs.(11,12) €q-
] Compute Cost function E using eq.(5)
Compute gradient
of E using eqs.(6,7) l
E>e
yes

IND

Save MWN
parameters

¥
End

Fig .(2):The Mechanism of the MWN training Algorithm.
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5. Conclusions:

Multiwavelet network is improved to wavelet network which is improved to neural
network, therefore a comparison made among these three types. Since the structure of MWN
istwo dimensions therefore the comparison applied with input data two dimensions. The main
points which make the difference are the time need to reach the aim and the number of
neurons in the hidden layer. As the time of reach is less than and the number of neuronsare
less the structure is better than the others.

Table (1) shows comparison among three types applied on two dimension image, from
this table shown that the number of iteration is reduced to become approximately 10% of the
wavelet network method and neural network method which mean less time need to identify.

Table .(1) Approximation results of two dimensions function.

Number of Number of Number of
Method . . ) Error
units parameters iteration
Multiwavel et
49 343 ~ 4000 0.001
Network
Wavel et
v 49 442 ~ 40000 0.001
Network
Neur al
225 1126 =~ 40000 0.001
Network

Simulation results demonstrate that the proposed MWN is quite effective in identification
and control application.

In Table (2) the same units and parameters in Table (1) used with make the number of
iteration is constant (1000) in order to find the error at this number of iteration,

Table .(2) Approximation results of two dimensions function with
constant number of iteration.

Number of Number of Number of
Method . . ) Error
units parameters iteration
Multiwavel et
49 343 1000 0.034
Network
Wavelet
49 442 1000 0.9511
Network
Neur al
eur 295 1126 1000 0.9069
Network
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Figures (3-7) are examples of Matlab functions and images using MWN to
approximate it.
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(a) Original function (b)approximate function
Fig .(3) Approximation results of function=cos(mrx)sin(21ry)-sin(21mx)cos(ry).

(a) Original Image(512*512) (b) Approximate image.

(a) Original Image(512*512) (b) Approximate image.
Fig .(5) Approximation results of Peppers image.
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(a) Original Image(512*512) (b) Approximate image.
Fig .(6) Approximation results of Girl image.

(a) Original Image(512*512) (b) Approximate image.
Fig .(7) Approximation results of Lena image.
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