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Abstract: 
 

The combination of wavelet theory and neural networks has lead to the development of 
wavelet networks. Wavelet networks are feed-forward neural networks using wavelets as 
activation function. Wavelet networks have been used in classification and identification 
problems with some success. The strength of wavelet networks lies in their capabilities of 
catching essential features in ''frequency-rich" signals.  In wavelet networks, both the 
position and the dilation of the wavelets are optimized besides the weights. Proposed multi 
wavelet network are used in identification problems of nonlinear systems. A multiwavelet 
network is constructed as an alternative to a neural network to approximate a nonlinear 
system. 

Keywords: Wavelet transform, Multiwavelet Network, Neural network, Wavelet 
networks. 
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:الخلاصة  
 

وم نظریة المویجة و الشبكات العصبیة یؤدي الى تكوین مفھوم جدید یسمى كما معرف ان الدمج ما بین مفھ
تستخدم . وباستخدام المویجة كدالة التفعیل فیھا أمامیةشبكات المویجة ھي شبكات عصبیة بتغذیة .بالشبكات المویجة

على اصطیاد  إمكانیتھاالشبكات المویجة في  أھمیةشبكات المویجة في تصنیف و تمثیل المشاكل بكل نجاح حیث تكمن 
  .ترددات الاشارة وامكانیة التعامل معھا في مختلف المستویات وبكل دقة

بكثیر  أفضلفي ھذا البحث تم اقتراح نموذج مطور للشبكات المویجة اسمھ شبكات متعدد المویجة التي تحقق نتائج 
الھ مویجة واحدة في ھذه المنظومة مما اللاخطیة وذلك لاستخدام اكثر من د الأنظمةمن شبكات المویجة وخصوصا مع 

  .یؤدي الى التعامل مع تفاصیل ادق و الوصول الیھا وبمختلف الترددات
لذا یعتبر ھذا النموذج المقترح ھو امتداد للشبكات العصبیة و للشبكات المویجة وبنتائج افضل بكثیر في التمثیل و 

  .التصنیف للاشارة احادیة البعد و متعددة الابعاد
  .شبكة المویجة، شبكة العصبیة،شبكة متعدد المویجة،تحویل المویجة: لمات المفتاحیةالك

 

mailto:Wael_zayer@yahoo.com


Journal of Engineering and Development, Vol. 18, No.6, November 2014, ISSN 1813- 7822 
 

 234 

1. Introduction: 
 

Multiwavelet network is a network combining the ideas of the feed-forward neural 
networks and the wavelet decompositions. Zhang and Benveniste[1] provide an alternative to 
the feed-forward neural networks for approximating functions.  

Multiwavelet networks use simple wavelets and multiwavelet network learning is 
performed by the standard back propagation type algorithm as the traditional neural network. 
Multiwavelet network can approximate any continuous functions on [0,1]n and have certain 
advantages such as the use of wavelet coefficients as the initial value for back propagation 
training and possible reduction of the network size while achieving the same level of 
approximation. In a feed-forward network, neurons take their inputs from the previous layer 
only and send the outputs to the next layer only. Since the signals go in one direction only, the 
network can compute a result very quickly. Basic neurons of a multiwavelet network are 
multidimensional wavelets and the neuron parameters are the dilation and translation 
coefficients. The output of a multiwavelet network is the linear combination of the values of 
several multidimensional wavelets. 

Because of multiwavelet decomposition, wavelet networks provide universal 
approximation properties[2].  

An explicit link exists between the network coefficients and appropriate transforms. This 
also derives from the properties of wavelet decomposition, translation, scale, and rotation may 
be used to design the constraints. Furthermore, the availability of direct and closed form 
formals for computing the continuous wavelet transform is helpful in initial guesses of the 
wavelet network coefficients [3]. 

 
2. Computation of Multiwavelet Network 

 

By merging the Multiwavelet Transform theory with the basic concept of neural 
networks, a mapping network called Multiwavelet Network (MWN) or Multiwavenets is 
proposed as an alternative to feed forward neural networks and wavelet network for 
approximating arbitrary nonlinear functions.  

It has been shown that Multiwavelet networks reveal the same approximation capabilities 
as traditional neural networks and wavelet networks, however they have better initialization 
characteristics due to the storing influence of wavelet theory in constructing the network. 

The Multiwavelet network algorithms consist of two processes: the self construction of 
networks and the minimization of error. In the first process, the network structures applied to 
represent and determine using wavelet analysis. The network gradually recruits hidden units 
to effectively and sufficiently cover the time-frequency region occupied by a given target. 
Simultaneously, the network parameters are updated to preserve the network topology and 
take advantage of the later process. 
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In the second process, the approximations of instantaneous errors are minimized using an 
adaptation technique based on the Least Mean Square (LMS) algorithms. The parameter of 
the initialized network is updated using the steepest gradient-descent method of minimization. 

Each hidden unit has a square window in the time-frequency plane. The optimization rule 
is only applied to the hidden units where the selected point falls into their windows. 
Therefore, the learning cost can be reduced[4,5] . 

 
3. Proposal Method of Multiwavelet Network 

 
The structure of Multiwavelet Network (MWN) is  shown in Figure (1) where the input 

layer consist of two neurons since the input data consist of two dimension therefore the input 
layer can be consist from of neurons. If the input data are three dimension also the activation 
function is (one).The first hidden layer consists of six neurons each two of them take the 
minimum and then reach to the same neuron in the second hidden layer to select the output to 
the output layer. 

The activation functions of the neurons in the first hidden layer must be different and two 
dimensional functions and the activation functions on the second hidden layer also must be 
different and one dimensional functions selected depending on the characteristics of the input 
date where this issue is very important in order to reach to the goal with minimum time and 
calculation. The output layer consists of one neuron and the activation function is the 
summation of the input to it. 

The weights between the input and the hidden layer is equal to (one) but the weights 
between the second hidden layer and the output layer is modified according to the 
modification equations of it.  
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Fig .(1) The block diagram of the Proposed Algorithm of MWN. 

 

4. Proposed Method for MWN single Output 
 

The MWN architecture approximates any desired image y  by generalizing a linear 

combination of two set of daughter wavelets )2,1(,,1 xxh ba  and )2,1(,,2 xxh ba , where the 

daughter wavelets )2,1(,,1 xxh ba  and )2,1(,,2 xxh ba  are generated by dilation, a , and 

translation, b , from two mother wavelets )2,1()2,1(
21

ττττ handh , where 

a
bx −= 11τ , a

bx −= 22τ . 

The network architecture is shown in Figure (1): 
 

)2,1()2,1(
1,,1 a

bx
a

bxhxxh ba
−−=                                       ………………….. (1) 
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)2,1()2,1(
2,,2 a

bx
a

bxhxxh ba

−−=                                       …………………..  (2) 

 
where  
a : Dilation factor, with a > 0. 
b : Translation factor. 

)2,1( xx : are the two dimensions date. 

 
A MWN is a 3-layers feed forward neural network.  First the MWN parameters, dilation 

a's, translation b's, and weight w's should be initialized, and the desired sets of data, the input 
signal x is the data value, the desired output (target) y, the number of scaling functions p (p=2 
in this work) and the number of wavelonsk are given(in our proposed method k=3).Assuming 
that the network output function satisfies the admissibility condition and the network 

sufficiently approximates the target. The approximated signal of the network ŷcan be 

represented by equation: 
 

∑=
=

k

i i
d

i
ci

Mingwxxy
1 ,

)()2,1(ˆ                                                    …………………..  (3) 

 
( )xx 21

, are the two dimensions data. 

iw  is the weight coefficients between hidden and output layers. 

i=1,2,…, k. k is a number of wavelons in second hidden layer. 

i
d

i
c

g
,

 is a daughter wavelets. 

 Similar to WN, after constructing the initial MWN and after calculating output signal of 
the network, the training of MWN starts. It is further trained by the gradient descent 
algorithms like least mean squares (LMS) to minimize the mean-squared error. During 
learning, the parameters of the network are optimized. 

The MWN parameters  ija , , and ijb ,  in the first hidden layer can be optimized in the 

LMS algorithm by minimizing a cost function or the energy function, E , over all function 
interval using equation (5). 

 

     
∑
=

=
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1

2
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                                                                              ………………….. (4) 
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                                                                    ………………….. (5) 
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The energy function is defined by equations (4) and (5), )(xy  is the desired output 

(target) and )(ˆ xy is the actual output signal of MWN. 

To minimize E  the method of steepest descent is used, which requires the gradients   

ija
E

,∂
∂

, and 
ijb

E

,∂
∂

 for updating the incremental changes to each particular parameter ija , , 

and ijb , , respectively. The gradients of E  are: 

 

ijb
E

,∂
∂

∑
∂

∂×−=
=

T

t
ij

b
hE

1
,

)2,1( ττ                                                       ………………….. (6) 
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a
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1

−
=τ ,
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a
bx

,

,2
2

−
=τ                                                   …………………..(8) 

 
The incremental changes of each coefficient are simply the negative of their gradients as 

in equations (9) and (10). Thus each coefficientsb , and a  of the network is updated in 
accordance with the rule given in equations (11), (12). 

 

    b
Eb

∂
∂−=∆                                                                                 ………………….. (9) 

 

  a
Ea

∂
∂−=∆

                                                                                
………………….. (10) 

 

 
btbtb

b
∆+=+ µ)()1(                                                              ………………….. (11) 

 
atata

a
∆+=+ µ)()1(                                                               ………………….. (12) 

 
Where (

b
µ =

a
µ =0.1 or any value less than 1). 
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The training algorithm of the proposed multiwavelet network consists of the following 
six steps: 

 
1) Initialize MWN parameters, dilation a's, translation b's, and weight w's, p=2, two mother 

wavelets filters 









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
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

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

















 −−−−

i
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a

i
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i
a

i
bx

i
a

i
bx

hh 2
,

1
2

2
,

1
1

,   , the desired sets  of data, the 

input signal x, the desired output (target) y, and the number of wavelons is 3. 
2) Set:  the number of trainings, iter = 0, the incremental changes of each coefficient,

),( ba ∆∆ =0, and the initial square error, 1.0=
iter

E (or any value less than 1). 

3)  Calculate the approximated signal of the network ŷusing equation (3). 

4) Calculate the gradients of each coefficient using equations (6), (7) and calculate the 
coefficients incremental changes which are the negative of their gradients using equations 
(3). 

5) Choose a constants 1.0, =µµ ab  and calculate the new coefficients  
1+iter

b , and 

1+iter
a  of the network  in accordance with the rules given in equations  (11), and (12). 

6) Calculate the square error 1+iterE  using equation (5). 

If 1+iterE  is small enough (as required or reach the desired value), then the 
training is good and the algorithm is stopped. Otherwise, set iter = iter + 1 and 
go to step (3). 

In the second hidden layer 
To minimize E  the method of steepest descent is used, which requires the gradients  

i
w
E

∂
∂

, 

i
c
E

∂
∂

, and 

i
d
E

∂
∂

 for updating the incremental changes to each particular parameter 
i

w , 

i
c , and 

i
d , respectively. The gradients of E  are: 

 

  i
w
E

∂
∂

∑ ×−=
=

T

t
gE

1
)(τ                                                                  ………………….. (13) 

 

i
d
E

∂
∂

∑
∂

∂×−=
=

T

t
i

i d
gwE

1

)(τ
                                                           ………………….. (14) 

 

i
c
E

∂
∂

i

T

t
i

i d
E

d
gwE

∂
∂=∑

∂
∂×−=

=
τττ

1

)(
                                          ………………….. (15) 



Journal of Engineering and Development, Vol. 18, No.6, November 2014, ISSN 1813- 7822 
 

 240 

Where 
 

i

i
c

dMin −
=τ                                                                          …………………..(16) 

 The derivatives of the various wavelet filter with respect to its translation,

i
d

g
∂

∂ )(τ
 , are 

given [1].  
Incremental changes of these coefficients are simply the negative of their gradients, 
 

w
Ew

∂
∂−=∆ ,     

d
Ed

∂
∂−=∆ ,   

c
Ec

∂
∂−=∆                ………………….. (17) 

 
Here these coefficients wi, ci and di, of the WN are updated in accordance with the 

following rules 
 

wnwnw
w
∆−=+ η)()1(  

dndnd
d
∆−=+ η)()1(  

cncnc
c
∆−=+ η)()1(                                           ………………….. (18) 

 
where η  is the fixed learning rate  parameter. 
The incremental changes of each coefficient are simply the negative of their gradients as 

in equation (18). Thus each coefficient w , d , and c  of the network is updated in accordance 
with the rule given in equations  (13-15). 

 
  The training algorithm of the second hidden layer parameters are of the following six 

steps: 
 

1) Initialize  parameters: dilation c's, translation d's, and weight w's, p=1, two  mother 

wavelets filters 




























 −

i
c

i
dMin

g   , the desired sets of data, the input   signal x, the desired 

output (target) y, and the number of wavelons is 3. 
2)  Set:  the number of trainings, iter = 0, the incremental changes of each coefficient, 

),,( dcw ∆∆∆ =0, and the initial square error, 1.0=
iter

E  

3)  Calculate the approximated signal of the network ŷusing equation (3). 
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4) Calculate the gradients of each coefficient using equations (13), (14), (15) and calculate 
the coefficients incremental changes which are the negative of their gradients using 
equation (18). 

5) Choose a constants  1.0,, =ηηη cdw   and calculate the new coefficients 
1+iter

w , 

1+iter
d , and 

1+iter
c  of the network  in accordance with the rules given in equation (18). 

6) Calculate the square error 1+iterE  using equation (5). 

If 1+iterE  is small enough(as required or reach the desired value),( 1+iterE =0.001), then 
the training is good and the algorithm is stopped. Otherwise, set iter = iter + 1 and go to (3). 

Figure (2) shown the mechanism of the MWN training algorithm. 

 
 

Fig .(2):The Mechanism of the MWN training Algorithm. 
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5. Conclusions: 
 

Multiwavelet network is improved to wavelet network which is improved to neural 
network, therefore a comparison made among these three types. Since the structure of MWN 
is two dimensions therefore the comparison applied with input data two dimensions. The main 
points which make the difference are the time need to reach the aim and the number of 
neurons in the hidden layer. As the time of reach is less than and the number of neuronsare 
less the structure is better than the others. 

Table (1) shows comparison among three types applied on two dimension image, from 
this table shown that the number of iteration is reduced to become approximately 10% of the 
wavelet network method and neural network method which mean less time need to identify. 
 

Table .(1) Approximation results of two dimensions function. 
 

Method 
Number of 

units 
Number of 
parameters 

Number of 
iteration 

Error 

Multiwavelet 
Network 

49 343 ≈ 4000 0.001 

Wavelet 
Network 

49 442 ≈ 40000 0.001 

Neural 
Network 

225 1126 ≈ 40000 0.001 

 
Simulation results demonstrate that the proposed MWN is quite effective in identification 

and control application. 
In Table (2) the same units and parameters in Table (1) used with make the number of 

iteration is constant (1000) in order to find the error at this number of iteration, 
 

Table .(2) Approximation results of two dimensions function with 
constant number of iteration. 

 

Method 
Number of 

units 
Number of 
parameters 

Number of 
iteration 

Error 

Multiwavelet 
Network 

49 343 1000 0.034 

Wavelet 
Network 

49 442 1000 0.9511 

Neural 
Network 

225 1126 1000 0.9069 
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Figures (3-7) are examples of Matlab functions and images using MWN to      
approximate it. 

 

 
 

         (a) Original function                                 (b)approximate function 
 

Fig .(3) Approximation results of function=cos(πx)sin(2πy)-sin(2πx)cos(πy). 
 

 
 

        (a) Original Image(512*512)                                  (b) Approximate image. 
 

Fig .(4) Approximation results of Barbara image. 

 
 

         (a) Original Image(512*512)                           (b) Approximate image. 
Fig .(5) Approximation results of Peppers image. 
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             (a) Original Image(512*512)                        (b) Approximate image. 
Fig .(6) Approximation results of Girl image. 

 
 

           (a) Original Image(512*512)                            (b) Approximate image. 
Fig .(7) Approximation results of Lena image. 
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