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Abstract :

Congtant false alarm rate (CFAR) algorithms allow RADAR systems to set detection
thresholds and isolated the target from noise or clutter to keeping the false alarm rate at
certain level. In this paper a technique added to Improved Switching |S-CFAR system is
used to reduce the non-homogenous effect and clutter wall, this technique is called wavel et
de-noising. The detection performance of Improving |S-CFAR using wavelet de-noising
(I’S-CFAR) processor is compared with the IS-CFAR detectors for homogeneous, non-
homogenous and clutter wall. By using wavelet de-noising a gain in signal to noise ratio
(SNR) about 2.6dB achieved for the same probability of detection.
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1. Introduction

The goal of CFAR constant false alarm rate algorithms is to set thresholds high enough to
limit false alarms to a tolerable rate. When received echo reached to CFAR processor it's
entrance to shift register called CFAR window that contain number of cells Y. The middle
cell of CFAR window is contained the target which called "cell under test" (CUT) and other
cells that surrounding (CUT) contain information about target environment and there are
called "reference cells' in either homogenous or hon-homogenous environments 2 Since the
clutter added to noise power is not refer to any given location, a fix threshold detection
scheme cannot be applied to the echo in individua range cells if the false darm rate is to be
controlled. This set the threshold based on local information of total noise power 13,

The most basic forms of the adaptive detection processors are well-known mean level
detector such as in 1998 a new adaptive coherent CFAR wavelet detector which can be used
as an additional independent detector for effective CFAR detection of point targets!®, in 2005
another preprocessing approach based on a non-linear compressing filter to reduce the noise
effect ¥, in 2007 a CFAR detector based on de-noising via wavelet shrinkage ', in 2008
improved the switching CFAR (S-CFAR) in order to fix the false alarm rate (FAR) not only
in the homogenous environment with thermal noise but also in a non-homogenous
environment. This CFAR is known as Improved Switching CFAR (IS-CFAR) 7! and in 2013
a new composite of CFAR processor also known as Improved switching CFAR (IS-CFAR)
but it is different from first IS-CFAR in 2008 because it have a new algorithm 1!,

The word wavelet stands for smal wave. Wavelets have been introduced for
representation of functions in a more efficient manner than Fourier series. Wavelets are
generated from one single function, called mother wavelet, by trandation and dilation.
Wavelets have found applications in data compression, noise removal, pattern recognition,
fast computation etc. 1.

The wavelet transform is really a family of transforms that satisfy specific conditions.
The wavelet transform can be described as a transform that has basis functions that are shifted
and expanded versions of themselves, because of this, the wavelet transform contain both
frequency information and time information.

The maor goa of noise reduction is to restore the origina signals from noisy
environments. The wavelet transform has been shown to be a powerful tool for noise
reduction due to its capability of sparse representationl. Wavelet based scheme via hard
shrinkage and soft shrinkage .

2. Improved Switching CFAR (IS-CFAR)

In IS-CFAR method, the reference cells is divided into the leading window (caled A for
simplification) and lagging windows (called B for simplification). Each of windows A and B
contained from N/2 reference cells, the block diagram of IS CFAR isillustrated in ~ Figure
(D",
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The reference cells in window A and B are partitioned into two sets Sy 45 and Sy 45,
respectively by comparing leading window A with the result from multiplication of the Cell
Under Test (CUT) with scale factor (a) if the leading window A more than the result from

multiplication save Xk 4 in Sy o else neglect it and if the length of Sy 4 called ny 4 and same
thing for lagging window B to generate Sy g and ng g .

Where S 5 /5 denotes Sy o Or Sp g, S1.a/p dENOteS Sy 4 Or Sy g, Xy o/p denotes Xy 4 OF X g
for ssimplification. After all of the reference cells in window A and B have been compared
with aXy, let ng  and ny g denote the numbers of cells contained in Sy 4 and Sy g, respectively
(8]

In next step threshold will be calculated according to block diagram in Figure (1) then
compare with cell under test (CUT) to make decision.

Leading Window A CUT Lagging Window B
Square law »
0
detector o
N/2
o
Xpa€5pa X5 € Sus
Mgy =My +1 Mg “Nap +1
Thr= 2258 g <Ny EBngp < N .
¥ 4= =T Decision
_ pLigu+T Sap - -
Thr= H—“urﬂu Mgy T Ny Bngg = Ny . HI'I
ot | ) .
Thr= H; g = Ny Emgg = Ny
Thr= 85 n. . > Ne Eme. < Na H1

Fig .(1). Block diagram of (IS-CFAR)

As described earlier, non-homogeneities are the main problem of CFAR detection. In
CFAR detection, two kinds of non-homogeneities, i.e. interfering targets and clutter-edge are
considered. Interfering targets are strong signals related to targets appeared in reference cells
and cause an incorrect estimation of the level of the noise in CFAR processor and so decrease
the probability of detection. Clutter-edge is the situation in which power of the clutter in
reference cells changes from one level to another level, instantaneously. Also, it causes an
incorrect estimation of the level of the noise and changes the probability of false alarm (61,

166



Journal of Engineering and Development, Vol. 18, No.1, January 2014, ISSN 1813- 7822

In this paper a new tool of CFAR detector to reduce the non-homogenous effect on
probability of detection and to reduce clutter wall effect.

To plot probability of detection in non-homogenous environment the equation (1) will
used, probability of detection in homogenous environment is obtained by set M, = 0& My, =
0 & o; = 0. The probability of false alarm is obtained by set M, =0& My, =0& 0y =
0&og =01,

_ 1 min (Mj,ng 4) wmin (Mg,ng g) (N/Z)—MA) ((N/Z)—MB)
Pq = 1+652n0A 0 ZnOB 02m=Mo,A z:“=MO,B ( ngA—m npg—n x

(e () Zhos i WWI

SN 1 I e S o) gl (s non) ((4/2) M) (4/2)- M)
(1) () Sy m o w,

1 ZnoA—OZN/Z 2min (MA,no,A)Zmin (Mg,ng g) ((N/Z)—MA) ((N/Z)_MB) 9

1+0g noszNT+1 m=M0A n=M0 B NgA—M ngg—n
(- 1)d+f+b+c(“0B )(n)(“OA m ( )
nOB n n()A mem Ma) (M
FhOs S preamym ) (o)) W,

1 N/2 min (Ma,nga) wmin (Mg ngg) ((N/Z)—M )((N/Z)—M )
+— : ' A B) x
1+0g Zn()'A=NT+12n()B OzszO,A Zn:MOB nga—m nog—n

ngp—m nOB n m ( 1)d+f+b+c ng B n “OA m\ 'm
() Zale ™ 2o o ((1+61))M(B)( e ‘W, .. (1)

Where W1, W5, W3 and W, is obtained from equations (2), (3), (4) and (5).

N - 1-M

W, = 5 1- e = | T 2
1 [p1+q+(1+c)—1]N[p1+(1+a)—1] ] (1+op)(p1+6+(1+0)~1)] (2

_ et [ _ £0]
WZ - [pz+s+(1+6)_1]u[p2+(1+6)_1] _1 (1+o‘l)(p2+g+(1+o')_1)_ .................. .(3)
N/2 —Mjp
W3 = 2 [1— el ] . (4
3 [p3+9+(1+a)—1]N/2[p3+(1+6)_1] (1+o1)(p3+e+(1+0)71) “)
yN/2 [ Yo ]_MB
W, = 1- . (5
4 [p4+‘l’+(1+6)_1]N/2[p4+(1+6)_1] (1+o1)(pa+¥+(1+0)71) ©)

To determine W1, Wo, W3 and W4 p4, p2, p3 and p, must calculate from following equations.

pl:Pzza[N—M—u+b+v+M+"_"]

1+o0;
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c+f+(My+Mg)—(m+n)

03:P4:O‘[d"‘N—(MA"'MB)—(no,A"'no,B)"‘b"'m"'n"‘

1+o0j

............................................. 7)
Z=%—a(N—u+b+c) P (<))
€ :E_ a(b +c) PR PRPUPRRRPR ()

= N—éz —a(N/2Z=Noa+D+C) e ) (10)
P =N—éza(N/2 —mop+bHC) (11)
MO,A = maX(O,nolA — N+ MA) ................................................ (12)
MO,B = maX(O,novB — N+ MB) ................................................. (13)
M:MA+MB .............................................. (14)
v=m-+n PP ¢ Lo))

Where (, &, {r and @ must be greater than zero and the negative number is neglected,
No.a, No g, M, N, d,c, b, fiscountersof sum.
os . Signal to noiseratio
o; . Interference to noise ratio
Nt : Threshold integer
M, : Number of interference target in leading window A
Mg : Number of interference target in leading window B
No a : Number of reference cells stored in Sy 5
No g : Number of reference cellsstored in Sy g

3. Improving IS-CFAR using wavelet de-noising (1°S-CFAR)

Wavelet shrinkage is discovered by Donoho and Johnstone to remove the noise that
comes from weather.

Wavelet de-noising block put on input Y for estimation of probability of detection for
given Pi, using wavelet de-noising and before square law detector on [I & Q]. First operator
in de-noising block is discrete wavelet decomposition. The wavelet family, which is used in
this agorithm, can be selected from Symlet, Coiflet, Daubechies or other families. The
second operator is to choose the threshold of de-noising which shrinks wavelet coefficients,
there is classified in to two main types hard and soft threshold. We used soft threshold that
classified to this types Universa threshold, Stein's Unbiased Risk Estimation (SURE) and
Block threshold (BT).
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Fig .(2). Wavelet De-noising Block Diagram

At the end the third operator is used to reconstruct the signal and use all performance of
first operator as shown in Figure (2).

The block diagram, which shows the implementation of wavelet block with IS-CFAR, is
depicted in Figure (3). The basic idea of agorithm is that its first stage the free signa X is
made from de-noising block that contain only target is subtracted from the origina signal (Y -
X to get Z) in next step the result from subtract (Z) applied to square law detector (SLD).

Wavelet family “dB2” is used for signal decomposition, because of less computational
complexity due to its short impulse response in order to separate the signal from local noise
phenomena. In this study, four levels of decomposition for DWT are used because thisis very
enough to give an accurate result. SURE shrinkage method is used for simplification if
compare it with other methods and it gives a accurate result. Flow chart of drawing
probability of detection in I°S-CFAR showsin Figure (4).

CUT can be selected from de-noised signal (X) or original signa (Y) but because of some
information loss in de-noising algorithm, it is recommended to use the origina signa (Y), as
CUT.

Therefore, for improving of 1S-CFAR using wavelet de-noising (1?S-CFAR) the scaling
factor B is different from the scaling factor of normal IS-CFAR to get the same probability of

false dlarm. Scaling factor B depends on some parameters such as:

- wavelet family

- levels of signal decomposition
- number of reference cells

- method of de-noising

- statistical parameters of noise
- probability of false alarm

- threshold integer (Nt)

- The parameter ()
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De-noising Block

_ | Wavelet =
Y | pe XM Z Square Law
| 7 noising =y Detector
_ L
2 Xy X Xo Xann X,
L l SLD
Improved switching CFAR Procedure
Decision H,
H,

Fig .(3) I°S-CFAR Block diagram

4. Estimation of Probability of Detection Algorithm for given PFA
using Wavelet de-noising

4.1. Step -1-

The value of all CFAR parameters can be calculated from the basic criteria of IS CFAR.
Probability of false aarm, apha and substitute vector from Beta values are assumed to
calculate the value of Betain order to draw curve between Beta and probability of false alarm.

Varying values of B in the range [14, 26], and using equation (1) for IS-CFAR, we
obtained the curve which relates the two parameters. The required values of [ are Extracted

according to the correspondence values of Py, [107>, 107¢] from the probability of false
alarm curve.

4.2. Step -2-

In this step a simulation is made using trial and error program to obtain the values of S
which corresponds to the obtained value of 8 from step -1-.
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The reference cells will occupied by White Addition Gaussian Noise (AWGN) which
contain real named | channel and imaginary part named Q channel, while the distribution of
signal in cut will be exponential distribution for swerling 11 or chi-square for swerling 11 with
noise power. The number of iteration equal to 1/ Py,,.

Every row in array acts as a reference window and the threshold (Thr) can be determined
for every row by applying the IS-CFAR statistic to get (1°S-CFAR) and compare it with cell
under test (CUT) (Xo) if cell under test (CUT) is more than threshold choose hypothesis Hy
and if else choose hypothesis Ho.

The summation hypothesis H; is found for al iterations and divide the summation on
number of iteration to get the probability of false alarm.

The obtained result contain values of Py, = 0, which were eliminated, and the rest value
of Pr, which correspond to required value [1075,107° ] were found for arange of S, which
are equal to B calculated from step -1- or less.

4.3. Step -3-

In this step the wavelet block is combined with the IS-CFAR block. The input noise is
taken from step -2- limited for the part of  calculated from step -1- or less.

The noise array is entered to de-noising block to subtract its output from the original
signal. Now every row in the result from subtracting acts as a CFAR window.

The threshold (Thr) can be determined for every row by applying the IS-CFAR statistic
to get (1°S-CFAR) and to be compared with cell under test (CUT) (Xo). If cell under test
(CUT) is more than threshold choosing hypothesis Hy, and if none choose hypothesis Ho.

The summation hypothesis H; is found for all iterations and the summation is divided on
number of iterations to get the probability of false alarm.

The results of simulation give a new range of g with respect to the required value of Py,.

In correspondence with step -2-, the max value of S istaken.
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Set the wavelet family, shrinkage method, number of iteration,
window size (), threshold integer (N1), the scale factor (&) and level

of decomposition
Discrete wavelet decomposition
I
High frequency filter Low frequency filter
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|
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w
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v
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Fig .(4) Flow Chart of improving of IS-CFAR using wavelet de-noising

172




4.4. Step -4-

Plot curve between probability of detection and signal to noise ratio (SNR) in case of
wavelet de-noising by using alpha & beta from step -3- and the same agorithm of probability
of false darm in case (I>-SCFAR) except for using signal power instead of noise power to
determine probability of detection in homogenous environment.

To draw probability of detection in non-homogenous environment same algorithm in
homogenous environment is used except for replacing (M) columns from input array by other
columns which have same distribution of cell under test (CUT) (M is number of interference
target). Flow chart of drawing probability of detection in I’S-CFAR is shown in Figure (4).

5. Simulation Results and Discussions

The obtained relation between probability of false alarm and g is illustrated in Figure

5.
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Fig .(5) Probability of false alarm of IS-CFAR Swerling I

If the number of reference cells (N = 24) and the threshold integer (Nt = 7). Table (1)
depicted the drive values of probability of false larm Py, = 107° with respect to B in range
of o are between (0.05 and 10) for IS-CFAR without using wavelet de-noising.

Table 1 Values of a and B at Pg, = 107, N=24, N=7
0.05 0.3 0.5 0.7 0.9 10
20.03 22 19.8 18.74 18.69 18.69
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Tables (2) represent the values of a and g for improving IS-CFAR using wavelet de-
noising (I°S-CFAR) at probability of false alarm Pr, =107C.

Table 2 Values of a and B at Py, = 107%, N=24, N=7
0.05 0.3 0.5 0.7 0.9 10
41.98 22.84 22.46 23.62 19.53 204

Detection characteristics curves in homogenous case, swerling |1 case and multi alpha can
be plotted using Table (2) for Pr, = 107° asshow in Figure (6).

o
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Signal to Noise Ratio (dB)

=
L
¥ icrl

e
N

Fig .(6) 1°S-CFAR Probability of Detection Homogeneous Environment
Swerling case Il and Py, = 107°

The max probability of detection is obtained for a« = 0.9 in swerling case Il at Py, =
107°.

Figure (7) show the probability of detection curves are plotted for IS-CFAR and 1°S-
CFAR at Pr, = 10~ in Homogenous Environment threshold integer (N1=7), optimum alpha

for I’S-CFAR (a =0.9), scale factor for IS-CFAR (a =0.05) and swerling case |1 radar target.
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Fig .(7) Comparison of detection characteristics in Homogenous Environment

From Figure (7), the probability of detection is equal to the range [0.5, 0.7] when the
signal to noise ratio (SNR) in the range [14dB, 17dB] at Pr, = 107¢ and optimum alpha for
I°S-CFAR. The probability of detection is equal to the range [0.5, 0.7] when the signa to
noiseratio (SNR) in therange [14.8dB, 17.75dB] for IS-CFAR.

It shows that IS-CFAR and 1°S-CFAR have nearly same performance in homogeneous

scenario.
Figure (8) show the probability of detection curves are plotted for IS-CFAR and 1°S-

CFAR a Py, = 107¢ in Non-Homogenous Environment, threshold integer (N1=7), optimum
alpha for 1°S-CFAR (a =0.9), scale factor for IS-CFAR (a =0.05), and (one interference
target in leading window (A) and two interference target in lagging window (B) (M, =
1& M, = 2)).

15 . .. 20 . 23 3
Signal to Noise Ratio (0B)

Fig .(8). Comparison of detection characteristics in Non-Homogenous
Environment
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From Figure (8), the probability of detection is equal to the range [0.5, 0.7] when the
signal to noise ratio (SNR) in the range [13.8dB, 16.6dB] at Pr, = 107, (no interference
target in leading window (A) and one interference target in lagging window (B) (M, =
0 & M, = 1)) and optimum alpha for 1°S-CFAR. The probability of detection is equal to the
range [0.5, 0.7] when the signal to noise ratio (SNR) in the range [16.41dB, 19.41dB] for IS
CFAR.

Figure (9) show detection characteristics in clutter wall on this performance apha (o
=0.05) for IS-CFAR, threshold integer (N1=7), optimum alpha for 1°S-CFAR (a =0.9) signal
to noiseratio (SNR = 15dB) and clutter to noise ratio (CNR = 10dB).

el S N T IS CFAR2
0.9 ~reric) 4= 1S.CFAR? |

=
—a

=
P

=
N

=
.

Probability of Detection

15
Number of Reference Cells in Clutter

Fig .(9) Comparison of detection characteristics in clutter wall

As shown from Figure (9) a less degradation is noticed, the range of probability of
detection fluctuation is kept in certain range about (0.575-0.42) for Py, = 107¢ from before
clutter wall to after it for 1°S-CFAR as a compared with IS-CFAR that has the range of
probability of detection fluctuation about (0.525-0.01).

The variation of slope curve in Figure (9) when the number of reference cells equal
(N/2), is due to that the clutter to noise ratio enters to the cell under test (CUT)

The degradation in probability of detection can be attributed to a masking effect by the
clutter region before the clutter wall. The decrease in probability of detection after the clutter
wall can be accounted by the clutter to noiseratio (CNR).
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6. Conclusions

1. For homogenous case using wavelet de-noising for IS-CFAR with given probability of
false alarm, 1°S-CFARL, P;, = 10~° and swerling case Il to ensure the probability of
detection is equal to the range [0.5, 0.7] when the signal to noise ratio (SNR) in the range
[14dB, 17dB]. With respect to IS-CFAR without using wavelet de-noising the probability
of detection is equal to the range [0.5, 0.7] when the signal to noise ratio (SNR) in the
range [14.8dB, 17.75dB].

2. for non-homogenous case using wavelet de-noising for ISS<CFAR with given probability
of false dlarm, I°S-CFAR, P;, = 10~¢ and swerling case |1 to ensure the probability of
detection is equal to the range [0.5, 0.7] when the signal to noise ratio (SNR) in the range
[13.8dB, 16.6dB] at (M=3). With respect to IS-CFAR without using wavelet de-noising
the probability of detection is equal to the range [0.5, 0.7] when the signal to noise ratio
(SNR) in the range [16.41.6dB, 19.41dB] at (M=3).

3. For clutter wall case Improving IS-CFAR using wavelet de-noising for 1°S-CFAR SWII,
P, = 107%, SNR=15dB, CNR=10dB, the range of probability of detection fluctuation is
kept in certain range about (0.575-0.42) for from before clutter wall to after it but for
Improving IS-CFAR without using wavelet de-noising the range of probability of
detection fluctuation influence a large degradation in certain range about (0.525-0.01) for
from before clutter wall to after it.

4. Implementation of wavelet to improve IS-CFAR has disadvantages related with increase
complexity of circuit and increase time processing.
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