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Abstract: The main aim of this work is using keystroke biometric system as behavioral type of
biometrics and improving the accuracy and dependability of the system. In this proposed we've pre-
processed the data of dynamic keystroke by converting the feature to one dimensional vector. In feature
extraction we've used a Wavelet Energy (WE) by implementing 2D dimensional Discreet Wavelet (2D-
DWT) into four-level and computing the energy for the Singular Value Decomposition (SVD). SVD is
computed on the result of wavelet and saved in a file for training information. Wavelet transform
Daubchies “DBI” basic function has advantage that provide a good energy localization in the frequency
domain as other wavelet transforms and then using EIman networks (Backpropagation) for training and
testing the system and its useful in such areas as signal processing and prediction where time plays a
dominant role.
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1. Introduction

A biometric system is basically a pattern recognition system that achieves
recognition based on numerous features resulting from measurements of physiological
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or behavioral characteristics that a person has. Biometric characteristics categories as
fingerprint, facial features, iris, voice, signature, and palmprint, finger - knuckle, gait,
keystroke etc. are now generally used in security applications. These unimodal
biometric systems are faced with a range of problems, noise in sensed data, non
universality, inter - class similarities, and spoof attacks. Multibiometrics are a
relatively new approach to overcome those problems. Besides enhancing matching
accuracy, the multibiometric systems have numerous advantages over traditional
unibiometricsystems[1].

Multibiometric systems depend on representing each client by multiple sources of
biometric information. Based on the nature of these sources, a multibiometric system
can be classified into one of six categories, Multi-sensor systems, Multi- algorithm
systems, Multi-instance systems, Multi-sample systems, Multimodal systems and
Hybrid systems.

Fusion in multimodal biometric systems can happen at three different levels,
feature extraction level, matching score level and decision level. Each category of
fusion has its advantages and disadvantages. Fusion at feature extraction level has two
main issues, the incompatibility between different feature vectors and the difficulty of
finding a good classifier for high-dimensional joint feature vectors. Fusion at the
decision level is somewhat loosely joined system architecture, with each subsystem
performing similar to a single biometric system. So the fusion at match score level is
the most generally used fusion type [1].

2. Related works

Kolhandai Yesu et al. in 2012 [2], neural network was used for face recognition.
The recognition method is a hybrid of local features and global features approaches to
present a system with FRR of 2% and FAR of 2%. Yeong Gon Kim et al. in 2012 [3],
SVM was used as classifier. Matching score result for face, left and right iris were
fused and used as an input for support vector machine (SVM). This model achieved
equal error rate (EER) of 0.131 %. Vinayak D. Shinde and Vijay M. Mane in 2012 [4],
Multilevel wavelet transform was used. Three level and four level was used for feature
extraction. Using distance measure, FAR was 15.91% and FRR was 6.82. Praveen N.
In 2013 [5], used user speech for recognition.

Two methods were studied, a discriminative classifier, multilayer perceptron
artificial neural network ANNs and Vector Quantization (VQ) based minimum
Euclidean distance classifiers. EER for ANN ranged between (0.0576 -0.0997). While
for Euclidean distance classifiers the EER ranged between (0.1753 - 0.2456)
depending on the used cluster size. K.Geetha and V.Radhakrishnan in 2013 [6],
Features of palm and fingerprint were extracted, and wavelet was used by Fusion at
feature level was performed and SVM was used as classifier. The accuracy of the
SVM classifier was 97.53%.
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3. Wavelet decomposition

The best way to define discrete wavelet transform over a number of cascaded filters.
The input image X is divided into low pass filter (L) and high pass filter (H). The
result of these filters has subsampled. The final resulting of the lowpasssubbandy, and
high pass subbandyy are shown in Figure 1. The original signal can be reconstructed
by synthesis filters (L) and ( H) which take the up sampled y, and yy as inputs. One of
the Wavelet families which is Daubchies 1 (DB1) has been used during featuring
extraction phase in this work.

e
me OB

Figure 1. Wavelet Decomposition and Reconstruction process

The mathematical representations of yL and yH can be defined as:

ty,
y(m) = ) LOX@n - 1) (1)
i=0
ty
yu(m) = Y HOX(2n - 1) @
i=0

Where t_ and ty are the lengths of L and H respectively.

For a one dimensional vector, the approach of the 2D implementation of the
discrete wavelet transform(DWT) is to achieve the one dimensional DWT in row
direction or in column direction. In Figure 2. the LL is a coarser version of the original
image and it holds the approximation information which is low frequency ,LH,HL,
and HH are the high frequency subband containing the detail information. Further
computations of DWT can be performed as the level of decomposition increases, the
concept is illustrated in Figure 3. the second and third level decompositions based on
the principle of multiresolution analysis show that the LL1 subband shown in Figure 3.
is decomposed into four smaller subband LL4 ,LH4 ;HL4 ,and HH4[7,8].
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Figure 2. 2D row and column computation of DWT
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Figure 3. second, third and fourth level row and column decomposition.

The wavelet domain is a powerful and efficient technique for analyzing,
decomposition, denoising, and compressing signals. In particular, the Discrete
Wavelet Transform (DWT) breaks a signal into several time-frequency components
that enables the extraction of feature desirable for signal identification and recognition.

4. Wavelet energy

Wavelet energy is a method for finding wavelet energy for 1-D wavelet
decomposition. The wavelet energy provides percentage of energy corresponding to
the approximation and the vector containing the percentage of energy corresponding
details. The wavelet energy is computed as follows[9,10]:

Ly
WEGsD = ) wi(su)/Li

j=1
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Where s; is the scale, L; is the total number of wavelet coefficient in scale, w(s;,j) is
current wavelet coefficient in scale s;.

Instead of the wavelet energy considered as quality assessment algorithm uses
subband characteristics in wavelet domain. The existing metrics are analyzed a
limitations are investigated. Image quality evaluation using wavelet energy
computation uses a linear combination of high frequency coefficients after Daubechies
wavelet transform. The probability density function of the enhanced image has
relatively higher energy in wavelet domain compared to other transforms. Therefore,
the wavelet energy metric is an effective and efficient metric to evaluate the quality of
the enhanced image. The approximation wavelet energy coefficients provide the
information on the global image enhancement and detailed wavelet energy coefficients
provide statistics on the image details [11].

After that, we've performed 4-level wavelet decomposition. Hence the coefficient
matrix for all the three levels were generated. The coefficient matrix were generated
for the approximation, horizontal, vertical and diagonal details. Once the coefficient
matrix were obtained, we calculated energy corresponding to each of the coefficient
matrix, for two dimensional wavelet decomposition, the percentage of energy
corresponding to the approximation, horizontal, vertical, and diagonal details.

5. Singular value decomposition svd

Singular Value Decomposition (SVD) is said to be a significant topic in linear
algebra by many renowned mathematicians. SVD has many applied and theoretical
values; special feature of SVD is that it can be achieved on any real number (m, n)
matrix. Considering a matrix such A contains m rows and n columns, with rank such r
where r < n < m. Then the matrix A can be factorized into three matrix as described
below[12, 13,14]:

A=USVT 4)
where matrix U is an mxm orthogonal matrix
U = [Ul' UZI""UT" Ur+1'---Um] (5)
column vectors Ui, for i=1,2,...,m, form an orthonormal set:
1 i=j
vty =s5={y ;] )

and matrix V is an mxn orthogonal matrix
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V= [Vl, Vz,...,lzr, VT+1""Vm] (7)

column vectors V; for i=1,2,...,n, form an orthogonal set:

1 i=j
ViT‘/j:6ij:{0 i #j (8)

here, S is an mxn diagonal matrix with singular values (SV) on the diagonal. the
matrix S can be showed in following:

o 0 0 0 0
0 o, 0 0 0

10 0 .. o O . 0

S=lo o0 . o Ori1 0 ©)
0O o0 .. O 0 . Op
L0 0 .. 0 0 .. oA

For i=1,2,...,n,0 are called singular values of matrix A.

6. Neural network learning

Neural networks has ability to solve complicated or imprecise data especially used
to extract patterns of feature and solve too complex to be noticed by either humans or
other computer techniques. A trained neural network considered as an "expert" in the
classification of information. One of the most powerful method of learning called
(Elman recurrent neural network)[7,8,9]. This method is proven highly successful in
training of multilayered neural nets. The neural network is not just used to support for
how it is doing on a task. Information about errors is also filtered back through the
system and is used to adjust the connections between the layers, thus improving
performance[15, 16].The ANN system consists of a high number of a thoroughly
interconnected processing elements (neurons) also known as perception.

The perceptron has inputs that come either from the environment or is the output of
other perceptions. Each input xj has a connection weight wj and the output y.

d
y = Z iji + Wy (10)
j=1

The error on the single instance pair with index t, (xt, rt), is

1 1
B wlat,r) == (rt =y = 5[t = WX (A1)
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and for j =0, ..., d, the online update is

Bwf =n(rt = yO)xf (12)

Where 7 is the learning factor, which is gradually decreased in time for stochastic
convergence.

The neural networks can be only one layer network (perceptron) or consist of a
number of layers (multi-layer network). Furthermore, the geometrical connection can
be either feedforward or backpropagation. There are different algorithms for
adaptation of link weights. In backpropagation networks in addition to having a feed-
forward connections, for the hidden layer there is also an error feedback connection
from each of the previous neurons.

The Elman network is commonly a two-layered network. That has a recurrent
feedback neural network and it can detect and generate a pattern that is varying with
time. An Elman network consist of a number of context nodes placed in the input
layer. These context nodes increase the activity of a hidden layer, at the input of the
neural network, at the previous time step. This variation enables the EIman neural
network to deal with conflicting patterns.

7. Quality metrics

There are some metrics have been used in our work to measure the quality of
results. These metrics described as below.

- MSE (Mean Square Error): this metric used to measure the similarity of two data
or signals by subtracting test data from the reference (trained) and it's defined as:

1 M N
MSE = —— NZ Z(x(i,j) —y(i, ) (13)
i=1 j=1

Where, M and N are the vector dimension, x(i,j) and y(i,j) position of data for both
test and reference.

- PSNR (Peak Signal Noise Ratio): this metric used to measure the ratio between
data variance and reconstruction error variance and it's defined as:

PSNR = 10logy, o102 (14)
= O —
810 VSE

- Max Error: it's defined as the maximum of the error by find difference between
test data and reference as described below:
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MAX Error = MAX x(i,j) — y(i,))

8. Proposed method

(15)

A block diagram of the basic stages for proposal work can be shown in Figure 4.
These stages involve feature extraction and fusion, pattern recognition and the creation
of template. Finally, identification is performed by matching with the trained features.

Input
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4x28

»
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Figure 4. Block diagram of proposal work

In the proposed work, keystrokes samples have been recorded by typing word "in

Table 1. Intervals in ms among each letter for each person

Samples Naeem Hala Usama Bahaa

Samplel 0.792089 0.518073 0.358614 1.155119
Sample2 1.052188 0.710766 0.296132 0.260039
Sample3 3.676216 3.020021 0.434293 0.823378
Sample4 0.262836 0.240714 0.23683 0.414273
Sample5 3.811974 0.446558 0.221622 1.21094
Sample6 0.954856 0.306667 0.211758 0.285025
Sample7 3.298788 0.632914 0.607311 1.366237
Sample8 0.994467 0.204149 0.186209 0.664466
Sample9 2.3372 0.94237 0.417038 0.855912
Sample10 0.548095 0.441176 0.36968 0.287266
Samplell 1.909615 0.455295 0.214197 1.003756
Samplel2 0.775146 2.315599 0.592925 0.847692
Samplel3 4.353999 0.546129 0.224515 0.699475
Samplel4 0.829313 0.273008 0.256052 0.391036
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Samplel5 2.695493 0.843907 0.586095 0.653737
Samplel6 2.036296 0.284759 0.512607 1.099444
Samplel7 1.690447 0.372103 0.603197 0.439751
Samplel8 1.132842 1.012985 0.727032 1.866206

The samples' feature mentioned above in Table 1. has been illustrated in graph as
shown in Figure 4.
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Figure 4. Recorded data for one sample for each person

In this paper, the dataset has contents of ten samples for four persons, seven of
these samples for each person have prepared for training phase, and rest of the samples
used for testing phase. For feature extraction, we have used SVD for given processed
keystrokes to find singular vectors of keystroke matrix.

SVD technique can be measured as an algebraic feature and the algebraic features
usually characterize intrinsic properties. The first property of SVD is that: the singular
values are unique, but the matrices U and V are not unique. By applying (SVD) to a
sample of the keystroke (m; by mc),

[U S V]I=USV(KS,) (16)

where U is an m, by m, dimension orthogonal matrix (U=U-1), ¥ is an m; by m
diagonal matrix (0O except on its main diagonal) and V is an m¢ by m. orthogonal
matrix (V=V-1). The diagonal entries of sum are the singular values of keystroke
sample (KS). The result of SVD has shown in Figure 5.

83




Journal of Engineering and Sustainable Development Vol. 20, No. 05, September 2016 www.jeasd.org (ISSN 2520-0917)

0.8
0.6 =
=¢==Bahaa
=@i—Usama (4 e _)‘
Hala
0.2 - N
=3&=Naeem ' of
O T T T 1
0 5 10 15 20

Figure 5. The results of SVD for one dataset.

The dimension of diagonal of singular values s is the same size of the keystroke
sample, in this case apply (four level) dblto achieve one dimensional DWT in row
direction. Then, holds the approximation information of singular value be decomposed
into four smaller subbandLL4 ,LH4 ,HL4 ,and HHA4.

Wavelet energy is compute in the find process using a linear combination of high
frequency coefficients after a Daubechies wavelet transform. All the four-levels details
coefficients are squared and summed up into one energy feature for each level.

Wavelet energy has been illustrated in graph as shown in Figure 6.

20

=¢—Bahaa . /
== Usama 10

Hala 5 \ /
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Figure 6. Wavelet energy results for one dataset

At this point we will have 40 fused vectors. Four vectors for each sample and for
each person. The fused feature vectors will be used as an input for the neural network.
In this case the neural network will have (28) input. The output is template of the
pattern of the feature vectors that was learned by the neural network for all of the (28)
vectors and this came by take (7) samples for (4) persons. For this module, EIman
neural network will be used. This neural network is a recurrent neural network. The
training function that will be used is the gradient descent with momentum and
adaptive backpropagation learning. The transfer functions for the input layer and the
hidden layers will be tan —sigmoidand pureline transfer functions. The number of

84



Journal of Engi ing and S inable Develop t Vol. 20, No. 05, September 2016 www.jeasd.org (ISSN 2520-0917)

hidden neurons trials. Figure 7. shows the illustration of proposed design of Neural
Network.

Fused
Feature [
Vector —

ey | Template

Input Hidden Output
Layer Layer Layer

Neural Network

Figure 7. Proposed design of Neural Network

Training the neural network with the fused feature will result a (4 x28) output
pattern template. The template size for this module will be small and will not take a lot
of memory space. This is the advantage of using wavelet decomposition to reduce the
vector size. Training neural network is required only once. After the training process,
the template will be saved for future matching. When testing the module the neural
network will be used to learn the pattern of the input feature vector based on its prior
learning.

9. Simulation results

The design of NN has input layer, hidden layer consists of 100 neurons, and output
layer consists of 30 neurons. The number of training set samples for each person is (3
samples), and used Log-sigmoid transfer function takes the inputs and transfer the
output into the range 0 to 1, and the recognition rate is (97.995) by whole tested
sample. In the proposed work, has been design an application using Matlabto design a
module for biometric keystroke processing. The application design has contents
phases (preprocessing, feature extraction, training, and testing) as shown in Figure 8.

KEVPRESS. = — 25 |
- - -
1 2 3 4 5 6 7 8 9
Keystroke Features 1 1.1851 1.1026 0.6801 0.9456 09871 07772 07772 0.9813 0: -
2 0.2600 0.2224 02183 0.2391 0.2308 02252 0.2252 02350 o
3 08234 04532 06789 06111 0.9312 0.5727 0.5727 06288 o
4 0.4142 0.2338 0.2880 0.2802 0.2820 0.2704 0.2704 0.8190 o
s 12100 o.6770 07329 0.7205 20681 07134 0.713¢ 1.4088 o
SVD 6 0.2850 0.2247 0.2363 0.2274 0.2345 0.2458 0.2498 0.2763 0.
7 1.3862 1.1930 0.6508 0.3420 0.9720 07332 0.7332 0711e o
8 0.6645 10218 12780 08716 0.8451 12538 12538 08115 1
o 0.8ss9 0.7886 02262 07172 1.0098 0.5991 0.5991 06622 o]~
—_ 5
Wavelet
Hame Test sampie
Usama - Test Sample (1) - MSE 217759
MNaeem Test Sample (2)
Hala Test Sample (3) PSHR 44781
Baha:
L = Max Error 273583
Training

Figure 8. Application design of proposed work
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During experimental work, we have evaluate of the module by analyzing results
through two phases training and testing by using three metrics measurement for
performance (MSE, PSNR, and Max Error). We have tested our work by taking two
samples for each person, and processed these samples in same way for training phase.
After processing step, a feature extract by applying SVD and coefficient energy of
DWT. In matching phase, we've used Iterative Closest Point (ICP) to find the closest
match of test feature with whole features of trained data and find MSE, PSNR, and
Max error for matched samples as described in Table 2.

Table 2. Measurement metrics to performance proposed work

Name MSE PSNR Max Err
bahaa 2.7323 43.7655 3.1719
bahaa 4.8086 41.3107 3.0137
hala 4.2702 41.8263 3.5976
hala 0.3506 52.6831 0.9917
Naeem 1.7482 45.7049 2.1928
Naeem 0.2264 54.5821 0.7191
Usama 2.408 44.3142 1.9917
Usama 2.5385 44.085 2.5723

10. Conclusions

Biometrics become an important issue in security as an authentication because it
has unique biological characteristics (behavior and/or physical). In this work,
keystroke characteristics have been analyzed and processed with two methods (SVD
and Wavelet DB1). SVD has used to reduce dimensionality of features of keystroke
samples, where the Discrete Wavelet has used to transform the diagonal results of
SVD and find the coefficient energy of each level (4 levels) where the energy become
(4 values). The recognition phase focused on creates, trains and evaluates our work
using Neural Network — backpropogation. In the testing step, the proposed to use
closest neighbor matching algorithm for the extracted feature of test sample to the
feature in the database (trained dataset). Finally, we've evaluate our work by using
metrics measurements (PSNR, MSE, and MAX ERR),
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