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Abstract: This paper present a method for hand gesture recognition through Statistic hand gesture which 

is namely, a subset of American Sign Language (ASL). The proposed technique presents an image of 

hand gesture by passing it through four stages, preprocessing, normalization, feature extraction, and 

classification. The wavelet neural network is used to build information models because it can handle very 

complex interactions. The practical system is simulated using MATLAB. The performance of suggested 

method is excellent compared with traditional approaches and the final results of selected patterns 

recognition are powerful 
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 باستعمال الشبكاث العصبيت الموجيتطريقت لتمييز اشارة اليد 
 

هزا انبحث يقذو طشيقت نخًييض اشاسة انيذ يٍ خلال اسخخذاو اشاسة انيذ انثابخت وانخي حسًى فشع يٍ اشاسة انيذ الاوحىياحيكيت .  انخلاصت:

انًشحبطت يغ انخحىيم انًىخي نبُاء  انخقُيت انًقخشحت حقذو صىسة اشاسة انيذ يٍ خلال ايشاسها بأسبغ يشاحم . حى اسخخذاو انشبكاث انؼصبيت

ًَىرج نهًؼهىياث لاٌ هزا انُىع يٍ انشبكاث يؼانح انخذاخلاث انًؼقذة بكفاءة ػانيت . انُظاو انؼًهي انًسخخذو حًج يحاكاحه باسخخذاو 

  .يض انًُارج انًخخاسة كفؤةبشَايح ياحلاب. الاداء نهطشيقت انًسخخذيت يًخاص يقاسَت بانطشق انخقهيذيت وانُخائح انُهائيت نؼًهيت حًي

  
1. Introduction 

 

       Signal processing is one of the most fields that updateds and updates. Research work 

has been done over the past few decades into developing reliable identification 

techniques. 

     One of the most familiar fields of signal processing is image processing. Methods for 

image recognition have been the subject of several studies over the past decade. 

     The progress in soft computing methods and transformers have produced algorithms 

capable of surpassing the existing image recognition only. This paper presents new 

technique with types of images that named sign language to obtain better performance if 

the proposed method is compared with the past techniques. The recent resurgence of 

interest in neural networks has its roots in the recognition that the brain performs 
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computations in a different manner than do conventional digital computers [1]. 

Also caring with transform has been developed, in applications to discrete data sets, 

wavelets may be considered as basis functions generated by dilations and translations of 

a single function. Analogous to Fourier analysis, there are wavelet series (WS) and 

integral wavelet transforms (IWTs). In wavelet analysis, WS and IWTs are intimately 

related.  

    The IWT of a finite-energy function on the real line evaluated at certain points in the 

time-scale domain gives the coefficients for its wavelet series representation [2]. The 

enhanced method is presented in this paper by use wavelet neural network in our 

application hand gesture recognition, as appeared in [3]. 

 
2. Object Recognition 
 

     As explained, our work is a MATLAB implementation of the Hand Gesture 

Recognition using wavelet Neural Networks, using orientation histograms a simple and 

fast algorithm will be developed to work on a workstation.  

     In some interactive applications, the computer need to track the position or 

orientation of a hand that is prominent in the image. Relevant applications might be 

computer games, or interactive machine control. In such cases, a description of the 

overall properties of the image, may be adequate. Image moments, which are fast to 

compute, provide a very coarse summary of global averages of orientation and position. 

If the hand is on a uniform background, this method can distinguish hand positions and 

simple pointing gesture [4].  

In spite of almost 50 years of research and development in this field, the general 

problem of recognizing complex patterns with arbitrary orientation, location, and scale 

remains unsolved. New and emerging applications, such as data mining, web searching, 

retrieval of multimedia data, face recognition, and cursive handwriting recognition, 

require robust and efficient pattern recognition techniques [5].  

     American sign language is one of most famous sign languages in our world , and its 

importance came from use it in life problems for set of people, by the way entering this 

field is useful for evaluate sign languages. 

  
3. Wavelet Transform 

 

     The wavelet transform, as an important tool of signal processing, has been applied to 

many fields, the discrete form for the wavelet have major place in these applications.  

The continuous Wavelet Transform (WT) of an arbitrary signal S(t) is defined as [6]: 
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where w(a,b) and (t) are the wavelet transform coefficient and mother wavelet, 

respectively, h * (t) is the complex conjugate of (t), a is a positive number called 
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scale, and b the time-shift variable (a and b are also known as the dilation and the 

translation parameters, respectively).  

 The small a corresponds to a high frequency and vice versa, while b simply shifts the 

wavelet with respect to time without altering the frequency content. 

     The main idea from Discrete Wavelet Transform (DWT) explained as samples 

division into two bands high and low which based on linear convolution between the 

input signal and the basis function, it can be described by filter bank. 

 

 

                                                       h(n)                                2                          low 

 

 

 

 x(n) 

 

 

 

                                                       g(n)                                 2                         high 

 

Figure (1): Discrete Wavelet Transform (DWT) decomposition by a filter bank [6] 

 

     Many applications used discrete wavelet transform or multi-wavelet, for example 

One of the main advantages of the two-dimensional filtering, taking use of the Discrete 

Wavelet Transform, is that it preserves important image characteristics, by filtering 

smooth noisy areas , without much interference on edges and objects details presented 

on the image.  

     This is possible by creating several well defined frequency sub bands. In a wavelet 

decomposition, the image is decomposed in a set of sub bands, which represent spatial 

oriented details at different scales [7].  

     Many applications has been started from this easy idea of DWT, and produce 

benefits by using any basis function for wavelet. 

 
3.  Neural Network 

  

     The most advanced technique in artificial intelligence was neural network, which 

composed from elements implements an operation similar with human neurons.  

The basic operation that a neural network do it , called Learning .There are two 

modes of learning; supervised and unsupervised that differs in existence and absence of 

supervisor in the feedback direction for the network.  

 However, elements in neural network (Neurons) an adaptive elements; Therefore, 

they have learning rules governing the operations, such as: Hebbian Learning Rule, 

Perceptron Learning Rule, Delta Learning Rule, Widrow-Hoff Learning Rule, 

Correlation Learning Rule , Winner-Takc All Learning Rule , Outstar Learning Rule. 
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Figure 2. Neural Network Block Diagram 

  

     Neural Network has many applications in many fields, and it is very simple in 

manual computation in algorithm steps view.  

     The continuous or discrete data that need to be associated, or hetero - associated, are 

used for batch mode learning. The weights of such networks remain fixed following the 

recording. The reader should be aware that because there are few standards for neural 

network terminology, some authors consider memories trained by recording, or in batch 

mode, as networks trained with supervision [1].  

     Back propagation wavelet neural network (BPWNN) is an ANN that is integrated 

with wavelet techniques and has been used successfully in many fields. Instead of 

conventional nonlinear sigmoid transfer functions, the transfer function of the nodes in a 

wavelet neural network is wavelet bases. Because wavelet bases have the characteristics 

of time precision in high frequency domains and frequency precision in low frequency 

domains due to dilating and translating the mother wavelet, the ability of a WNN in 

mapping complicated nonlinear functions is enhanced considerably [8]. 

 
5. Wavelet Neural Network 
  

     Wavelet neural network is a new kind of network which covering advantages of 

wavelet and neural network.  

     Wavelet neural networks strong adaptive ability could be effectively used 

approximation of a function, System identification from input output pairs can be 

viewed as an application of function approximation .In specific, defect characterization 

can be cast as a problem of finding the mapping between signal and defect space and 

falls in this category [9].  

     The wave nets structure is shown in figure 3. Approximates any desired signal y (t) 

by generalizing a linear combination of a set of daughter wavelets      ( )  where 

     ( ) are generated by dilation, a, and translation, b, from a mother wavelet h(t) [10].  

  

     ( )   (
   

 
)                                                              ( ) 

 

 The approximated signal of the network  ( ) can be represented by:  

  

Target 

Neural Network 

Adjust Weight 

compar

e 
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where K is a number of windowing wavelets,   and     is the weight coefficients.  

 

 

Figure 3: Adaptive Wavenets Structure [10]. 

 

    The neural network parameters       and   can be optimized in the LMS sense by 

minimizing a cost function or the energy function, E, over all time t. Thus by denoting. 

  

 ( )   ( )   ( )                                                                  ( ) 
 

be a time-varying error function at time t, where y (t) is the desired (target) response. 

The energy function is defined by: 

 

  
 

 
 ∑   ( )                                                                ( )

 

   
 

 

To minimize E we may use the method of steepest descent. 

  
6. The Proposed Method 
 

     This paper aimed to produce different advanced result from past results in past 

methods [4], [5],[11]. However, any applied signal passed across the following steps:  

 Preprocessing  

 Normalization  

 Feature Extraction  

 Classifier 

As used in [4], perceptron rules be applied: 
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Figure 4: Perceptron learning rule [4]. 

 

 

                                                                                            ( ) 
 

Where       (  
  ) ,and d, is desired response. 

Briefly, the perceptron convergence algorithm can be described as following steps:  

Step 1: Initialization  

Step 2: Activation  

Step 3: Computation of Actual Response  

Step 4: Adaptation of Weight Vector  

Step 5: Increment time n by one unit and go back to step 2.  

     Our thought in this paper in computation and ASL application in using wavenet    

algorithm. 

 

  
Figure (5): American Sign Language [4]. 

 

     As said, Matlab 2011a be used in this paper, and our goal is to take the same 

examples used in [4], and finally compare our result with past techniques 

 

 
Train image 1           Train image 2                    Train image 3 
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Train image 4                  Train image 5          Train image 6 

 

7. Experiments And Comparison Results  
 

     As explained the system has been tested using Matlab 2011a, the final form of the 

database is this: 
 

Stage 1: Training 
  

     Four training sets of images, each one containing two images. Each image is treated 

using paint application program for images treatment, and feature vectors for each 

image extracted using Matlab function tools. 
 

Step2: Testing 
  

     In this step take cases foe each gesture, occasionally, noise may be appear such as, 

uniform, binomial, normal.  

      Gesture that taking is the same as gestures took in the past papers to compare our 

result with them. 

   : correctly classified  

X: not classified  

W: classified as 'W' (wrongly)                                                                            

L-a: classified as either an 'L' or 'A' (Upper case correct) 
 

Train-testing (0) 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: Zero 

 
Figure 7: L 

 

Figure 7: V 
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Table 1: Zero Test Result 
 

 

Image Radius Noise Same image Translated Classified 

1 - - Yes Yes 
 

2 - 18 Yes - 
 

3 1.0 20 Yes Yes 
 

4 1.2 - Yes Yes 
 

5 1.4 23 Yes Yes 
 

6 1.6 - Yes Yes 
 

7 1.8 - Yes Yes 
 

 

Testing – L 

 

Table 2: 'L' Test Results 
 

Image Radius Noise Same image Translated Classified 

1 - 8 Yes Yes 
 

2 0.8 - Yes Yes 
 

3 1.0 10 Yes - 
 

4 - - Yes Yes 
 

5 1.2 13 Yes - 
 

6 1.4 - Yes Yes 
 

7 - - Yes Yes 
 

 

Testing – V 
  

Table 3: 'V' Test Results 
 

 

Image Radius Noise Same image Translated Classified 

1 - 3 Yes - 
 

2 0.6 8 Yes Yes X 

3 1.0 - Yes - 
 

4 1.2 11 NO Yes 
 

5 - 13 Yes Yes 
 

  

By comparison , this paper present new advanced results clarified by tables showed , 

that accurate image after processing appeared , this method can be enlarge to another 

fields and techniques.  

As shown result differs from gesture to another in amount of noise, congruence of 

images, and translation.  

     Finally, must remember that effects of new network (wavenet) be clear and 

recognizable from ordinary neural network, another examples and images taken and 

gave good result with work data base and work first hand. 
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8. Conclusions 
  

 This paper introduced type of image proceeding which use hand gesture (American 

Sign Language) ,in fact this field explained investiture advantages for wavelet and 

neural network in training and image processing. This lead researchers, internet users, 

and special people for relabeling use.  

 These points encourage us (may be readers ) to use wavenet in another applications, 

as a future work it can be use wavelet network in compression of images , recognition, 

and use of multi-wavenet network which related multi-wavelet with neural network.     

     Briefly, decrease of: noise, complexity, and time need for any operation most 

extracted points in this paper. 

 
Acknowledgement 
 

     Researchers would like to think Mr. Ali Ibrahim for his assistance in this paper. 

9. References 
 

1. J.M. Zurada, (1992). "Introduction to Artificial neural system", West Puplishing 

Company.  

2. J. C. Goswami and A. K. Chan, (2000)." Fundamentals of Wavelets", John Wiely & 

Sons, Inc.  

3. B.R. Bakshi, A. Koulouris and G. Stephanopoulos, (1994) "Wave-Nets: novel 

learning techniques, and the induction of physically interpretable models," In 

Wavelet Applications, Vol. 2242, pp. 637-648.  

4. K. Symeonidis, (2000)" Hand Gesture Recognition Using Neural Networks." MSc 

Thesis, School of Electronic and Electrical Engineering.  

5. J. Kumar Basu, D. Bhattacharyya, T.Kim, (2010)." Use of Artificial Neural Network 

in Pattern Recognition" International Journal of Software Engineering and Its 

Applications, Vol.4, No.2. 

6. Chui CK., (1992)." An introduction to wavelets". San Diego, CA: Academic Press.  

7. Moulin, P. Multiscale, (2005)." Image Decompositions and Wavelets, Handbook of 

Image and Video Processing", Ed. Al Bovik, Sec. Ed., pp.347-359.  

8. X. Yang, T. Kiryu, (2009)." Back Propagation Wavelet Neural Network Based 

Prediction of Drill Wear from Thrust Force and Cutting Torque Signals", Computer 

and information science, Vol.2, No.3. 

9. K.Hwang, S.Mandayam, S.Udpa,L.Udpa and W.Lord,( 1997)"application of wavelet 

basis Function Neural Network to NDE", IEEE 39th Midwest Symposium on circuit 

and system.  

10.G. Lekutai, (1997)" Adaptive Self-Tuning Neuro Wavelet Network Controllers", 

Ph.D. Dissertation, Virginia Polytechnic Institute and State University, Blacksburg, 

Virginia,. 

11. S. M. Pati, S. B. Kasturiwala, S. O. Dahad,and C. D. Jadhav,( 2011)." Daubechies 

Wavelet Tool: Application for Human Face Recognition", International Journal of 

Engineering Science and Technology (IJEST), Vol. 3 No. 3. 


