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Abstract: Interleaver type is important in parallel turbo code system. It’s responsible of improve code
performance against additive white Gaussian noise AWGN. In this paper, introduce a new interleaver
with its mathematical model. Study its performance as comparison with different interleavers, including
random interleaver, QPP quadratic primitive polynomial interleaver as standard of LTE, chaotic
interleaver and finally 2-D interleaver for burst error environment, Study the performance as simulation.
The system takes in consideration also different modulation schemes including QPSK, 16-QAM and 64-
QAM. Result comparison between different types summarized in performance BER curves and Tables.
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1. Introduction

Interleaver one of the most important component that construct Turbo code, it plays
major role in enhance overall Turbo code performance against burst errors. in
communication applications interleaver design effects system performance, many
researches interest in interleaver design and focus on its performance against burst
errors, complexity design and time consuming in both interleave and deinterleave data.
Interleaver applied in many communication system applications, for examples we could
see in wireless half-duplex [1] interleaver gain important for receive diversity schemes
of distributed Turbo codes in such subject interleaver design established to be important
factor in DTC distributed Turbo code performance [1].

In [2] introduce interleaver design that provide facilities in high throughput Turbo
decoding which is required for next generation wireless systems. Interleaver in wireless
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communication [3] applied in division multiple access IDMA with multiple users in
wireless communication systems, the chip interleaver here represent the only means of
user separation. Interleaver continue take its location in more applications even for
OFDM system used to improve BER by using random interleaver [4]. Also for forward
error correcting codes FEC the Block interleaver used as main burst error treatment in
OFDM based WIMAX (IEEE 802.16d) system [5]. As see, interleaver still present in
modern communication system applications and here not about to list all its application
but just a brief look where its applied, for coding with FEC and Turbo codes and also
brings attention in [6] to estimate Interleaver period for Reed-Muller coded signals .In
this paper a study of different interleavers with parallel turbo code system are introduce,
paper divided as sections illustrate each used interleaver apart, finally introduce the
proposed interleaver in separated section. More information on used system parameters
where highlight with considered different modulation schemes. The simulation results
listed at the end of paper as comparison between different interleaver types and different
modulation schemes ware used in system simulation.

2. Considered System in Simulation
2.1. System Transmitter

The considered system encoder takes parallel turbo code system as encoder rate 1/3,
with two identical convolutional encoders of maximum free distance of dgee = 5,
generated polynomials (5, 7) defined in octal system number and constraint length of 3.
The interleaver located as shown in Figure 1 in between to convolutional encoder. This
interleaver type will changed as case study. Then followed by modulation process takes
one of QPSK, 16-QAM or 64-QAM type. The choice of modulation scheme is done
also according case study.

Input 1 AWGN
Data
Convolutional =
Encoder Modulation
MUX | 5! apsk, 16-QAM or |
64-0AM
2nd
! Interleaver |> Convolutional N
Encoder

Figure 1. System transmitter.

2.2. System Receiver

At receiver side a reciprocal of transmitter operation done. It starts by
demodulation process and then iterative decoder of parallel turbo code system with 6
iterations.
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Received Data | Demodulation Iterative Output data
— > —

Process Turbo Decoder

Figure 2. System receiver

3. Random Interleaver

It represents the simplest type of interleaver, which permutes the input vector
randomly according initial seed. It may give different output sequence at each run time
since it randomly rearranges the input elements sequence depends on initial seed. So
reciprocal operation means restore the original data sequence. This process should be
use the same initial seed used in random interleaving process. The restore data sequence
called deinterleaver. So deinterleaver processes actually represent the inverse of
interleaver process [7].

4. QPP Quadratic Primitive Polynomial

Quadratic permutation polynomial interleaver represents the standard interleaver
used with parallel turbo code encoder system for LTE long term evolution. Its
permutation operation depends on mathematical formula describes the new sequence of
permutated data. The QPP interleaver formula in standard of LTE support frame length
of 188 different values, from smallest of 40 to 6144 as largest value. The QPP formula:

P(i) = (fui + f, . i¥) mod (k) 1)

Where k is input frame length, f; and f, are standards constants depends on k length
summarized in reference [2], “i” is the index or sequence position of original location
and finally P(i) gives the new position of permuted data. The deinterleaver process at
receiver side do reciprocal operation by tracing permuted data frame and restore it to its
original location.

5. Chaotic Interleaver

Chaotic interleaver is derived from Baker map [8]. It could be described as method
to randomize the bit sequence arranged in two dimensions’ square matrix. Chaotic
interleaver may be really referred as a concept how to sectaries element in square matrix
and rearrange them. its mathematical formula may be illustrated as let B(ng, n ..... 1)
denotes the discretize map. Where the vector [ny,n; ....ni], represent the sector key. Syey .
Defining N as the number of data items in one row, the secret key is chosen in way such
that each integer n; divides N data items with condition:

ng+n,+...... n=N (2

Let Ni=ni+n,+...... + nj.1 the data items at indices (r, s) is moved to new indices
[8]-[13]:
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B(r,s) = nﬁl (r —N;) + smod (%),%(s — s mod (%)) + Ni] (3)

where N; <r <N;+n;,0<S<N,and N; =0.
To illustrate this equation in steps, the chaotic interleaver process listed in following
points [3]:

1. An NxN square matrix is divided into N rectangles of width n; and number of
elements N.

2. The elements in each rectangle are rearranged to a row in the permuted
rectangle. Rectangles are taken from left to right beginning with upper
rectangles then lower ones.

3. Inside each rectangle, the scan begins from the bottom left corner towards upper
elements.

To understand previous steps listed in [8], for example
A simple square matrix of 8x8 which mean 64 elements as shown in Figure (3) below at
(@), (b) and (c) . The key should be selected by designer to satisfy chaotic interleaver
condition, that divide the square matrix to rectangles each of elements equal to N. here
in this example N=8. So the selected key = {2, 4, 2}. The rectangle borders are shown in
heavy bold lines.

Key= {2,4,2}

1 2 3 4 S 6 % 8

o 10 | 11 | 12 | 13 | 14 | 15 | 16

17 | 18 | 19 [ 20 | 21 | 22 | 23 | 24

25 | 26 | 27 | 28 | 20 | 30 | 31 | 32

33 |34 (35|36 | 37| 38| 39| 40

41 | 42 | 43 | 44 | 45 | 46 | 47 | 48

49 | 50 | 51 [ 52 | S3 | 54| S5 | 56

57 | 58|59 | 60| 61 | 62 | 63 | 64

(a) Original data sequence (b) Key segments

31 | 23|15 | 7 32 | 24 | 16 | 8
63 | SS [ 47 | 39 |64 | 56 | 48 | 40
11 | 3 12 | 4 13 | § 14 | 6
27 | 19| 28 | 20 | 29 | 21 | 30 | 22
43 | 35| 44 [ 36 | 45 | 37 | 46 | 38
59| 51|60 | 52|61 |53 | 62| 54
25 | 17 | 9 1 26 | 18 | 10 | 2
57 (49| 41| 335850 42| 34

(c) Chaotic interleaver

Figure 3. Chaotic interleaver key segments on 8x8 square matrixes.

In case study an extended to chaotic interleaver including square matrix of 16x16
with elements of 256.

The designed key such that satisfy chaotic interleaver conditions is calculated to be
key = {2, 2, 4, 4, 2, 2} with each inside square matrix a rectangle with number of
elements equal to N=16.

See Figure (4).
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48

49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64
65 66 67 68 69 70 71 72 73 74 75 76 77 7 79 80
81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96
97 98 99 100 § 101 | 102 | 103 | 104 § 105 | 106 | 107 | 108 | 109 | 110 § 111 | 112
113 | 114 | 115 | 116 § 117 | 118 | 119 | 120 § 121 | 122 | 123 | 124 § 125 | 126 | 127 | 128
1290 | 130 | 131 | 132 133 | 134 | 135 | 136 § 137 | 138 | 139 | 140 § 141 | 142 | 143 | 144
145 | 146 | 147 | 148 | 149 | 150 | 151 | 152 § 153 | 154 | 155 | 156 | 157 | 158 | 159 | 160

161 | 162 | 163 | 164 | 165 | 166 | 167 | 168 § 169 | 170 | 171 | 172 § 173 | 174 | 175 | 176
177 | 178 | 179 | 180 § 181 | 182 | 183 | 184 § 185 | 186 | 187 | 188 § 189 | 190 | 191 | 192
193 | 194 | 195 | 196 | 197 | 198 | 199 | 200 § 201 | 202 | 203 | 204 | 205 | 206 | 207 | 208
209 ( 210 § 211 | 212 | 213 ( 214 | 215 | 216 | 217 | 218 | 219 | 220 | 221 | 222 § 223 | 224
225 | 226 | 227 | 228 § 229 ( 230 | 231 | 232 | 233 | 234 | 235 | 236 | 237 | 238 | 239 | 240
241 | 242 § 243 | 244 | 245 | 246 | 247 | 248 | 249 ( 250 | 251 | 252 | 253 | 254 | 255 | 256

Figure 4. Chaotic interleaver key segments on 16x16 square matrixes.

Simulation parameters include input frame length equal to 1024 bit. This leads to
design at first a square matrix with dimension of 32x32. Contain input data arranged in
such matrix. Next step is to design key divide the square matrix with rectangles each of
number of elements equal to N=32. The designed key = {2, 2,2, 2,4, 4,4,4,2, 2, 2, 2}.
Then new sequence of input data read row by row to construct chaotic interleaved frame
of length 1024 bit.

6. 2D Two Dimensional Prime Interleaver

This type of interleaver works on two-dimension matrix. It really remaps the matrix
element sequence in manner depends on mathematical formula set the new positions of
interleaved data sequence according calculated row and column vectors.

Row index

1 [ 2 [ 3 a s 6] 78 o [0z 1a]1a]15]16
1 | 2| S| a4 s 6| 7| s 9101|1213 141516
17 | 18 | 19 | 20 | 21 | 22 | 28 | 24 | 25 | 26 | 27 | 28 | 290 | S0 | 31 | ;2
a3 M As a6 » a8 30 40 41 42 43 a4 45 46 47 48
0| 80| 81 | s2| s sy | sk |86 | &7 | 88 | %0 | 60 | 61 | 62 | 63 | 64
65 66 67 68 69 70 71 72 73 74 75 76 7 78 79 80
81 82 83 84 85 86 87 88 89 920 21 92 23 924 95 96
97 | 98 | 99 | 100 | 101 | 102 [ 103 | 104 | 105 | 106 | 107 | 108 | 109 [ 110 | 111 | 112
3| 104 | 105 | 106 | 117 118 | 119 | 120 | 121 | 122 123 | 124 | 125 | 126 | 127 | 128
120 | 130 | 131 | 132 | 133 | 134 | 135 | 136 | 137 | 138 | 139 | 140 | 141 | 142 | 143 | 144
| 10 | 145 | 146 | 147 | 148 | 149 | 150 | 151 152 | 153 | 154 155 156 | 157 | 158 | 159 | 160
11| 161 | 162 | 163 | 164 | 10& | 166 | 167 | 168 | 169 | 170 | 170 | 172 | 173 | 174 | 175 | 176
12 | 177 | 178 | 179 | 180 | 181 | 182 | 183 | 184 | 185 | 186 | 187 | 188 | 189 | 190 | 191 192
13 | 193 [ 104 | 195 | 196 | 197 | 198 | 199 | 200 | 201 | 202 | 203 | 204 | 204 [ 206 | 207 | 208
14 | 209 | 210 | 200 | 212 | 218 | 214 | 215 | 216 | 217 | 218 | 219 | 220 | 221 | 222 | 223 | 224
15 | 225 | 226 | 227 | 228 | 229 | 230 | 231 | 232 | 233 | 234 | 235 | 230 | 237 | 238 | 239 | 240
16 | 241 | 242[ 243 | 244 | 245 | 246 | 247 | 248 | 249 [ 250 | 251 | 252 | 283 [ 254 | 255 | 256

Column index
1
|
|

Figure 5. 2D 16x16 Prime interleaver input data matrix before interleaving

The two shaded row and column represent the original location index of each
element at the matrix. Recall that 2D prime interleaver calculate new location index
[14]. Depends on following mathematical formula:

Let Prow and Py two design parameters and ny, n. number of elements in row and
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column respectively. The new location of column wise and row wise calculated from:

Row-wise

1—1

2—(1+Prow) mod n;
3—(142 Prow) mod Ny
4—(143 Pyow) mod n;

nr_)( 1 +(nr'l) Prow) mOd

Ny

Column-wise
1—1
2—(1+P¢o) mod N

3—(1+ 2 Pgo) mod n¢
4—(1+ 3 P¢o) mod ne

nc_)(l"’_ (nc'l) Pco|)
mod n¢

(4)

So for case 16x16 matrix, let design parameter Py =13, Peo = 11.

Column-wise calculated as follows:

Row-wise

1—1

2—(1+1*13) mod 16 = 14
3—(1+2*13) mod 16 = 11
4—(143*13) mod 16 = 8
5—(1+4*13) mod 16 =5
6—(1+5*13) mod 16 =2
7—(1+6*13) mod 16 = 15
8—(1+7*13) mod 16 = 12
9—(1+8*13) mod 16 =9
10—(1+9*13) mod 16 = 6
11—(1+10*13) mod 16 =3
12—(1+11*13) mod 16 = 16
13—(1+12*13) mod 16 = 13
14—(1+13*13) mod 16 = 10
15—(1+14*13) mod 16 =7
16—(1+15*13) mod 16 = 4

Column-wise

1—1

2—(1+1*11) mod 16 = 12
3—(1+2*11) mod 16 =7
4—(1+3*11) mod 16 =2
5—(1+4*11) mod 16 = 13
6—(1+5*11) mod 16 =8
7—(1+6*11) mod 16 =3
8—(1+7*11) mod 16 = 14
9—(1+8*11) mod 16 =9
10—(1+9*11) mod 16 = 4
11—(1+10*11) mod 16 = 15
12—(1+11*11) mod 16 = 10
13—(1+12*11) mod 16 =5
14—(1+13*11) mod 16 = 16
15—(1+14*11) mod 16 = 11
16—(1+15*11) mod 16 = 6

Row-wise and

This calculated new index values will be used to read from original data sequence
and remapped to interleaved matrix. See the Figure (6) below.
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39

34

45

40

35

46

41

36
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10 | 241
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16 | 145

156

151
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11 | 97
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98
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99
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6 | 49

60
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Figure 6. 2D 16x16 Prime interleaver output data matrix after interleaving.
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In simulation parameter, 2D prime interleaver is used with matrix of dimension 32x32
with elements of 1024 bit. Pro, = 3, and P = 5.

7. Proposed Interleaver

The proposed interleaver works according predefined step size from designer. The
step size takes as reference in interleaving process. Such to insure at most as possible a
step distance between two successive elements. For the interleaver input data frame of
length N, the interleaving takes also in consideration the input frame length to calculate
new position of each element in input data frame. Let examine a simple case. For input
frame length of N=10 elements. And simple designed step size of 1. Then the sequence
gets jump by step size equal to one, and continue set the new positions, after reaches the
position of N=10. It returns to empty position and record the new sequence and so on.
See Figure (7):

Original data sequence:

1| 2]3]4][5]6]7]8]9]10]

First step of interleaving:

(1] [2

[ 3] [4] |

'h

Completing interleaving process:

1 /62|73 [8[4]9][5]10]

Figure 7. Proposed interleaver with step size of 1. Frame length N = 10.
But what is really happened at different step size? It takes the same steps used for

single step size. For other simple example same frame length N=10. And step size of 3.
See the illustrated steps shown in Figure (8):

Original data sequence:

123456 7]8]9710]
Steps of interleaving process

1 | |:32°)] 3

1| 4] 2[5 1316

1 | 4|7 12|58 | 3[6 |

147925 /8[10]3] 6|

Figure 8. Proposed interleaver with step size of 3. Frame length N = 10.
As mentioned above. The proposed interleaver sensitive to frame length N. to see its

effect, let increasing input frame length only by one element, such that N=11. So the
steps of proposed interleaver as shown in Figure (9):
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Original data sequenee

1]213[4/5|6|7/8|9/10[11

Steps of interfeaving process;

I 2 ] 3
1 4 2[5] 316
1417 2[5]8 3169

(14 7010[2]s[8]nl3[6]9

Figure 9. Proposed interleaver with step size of 3. Frame length N = 11.

From previous two examples, it’s simple to note that for example element 9 change
its position from 4" to 11™, element 10 change its position from 8" to 4", and new
element 11 set at 8" position.

Review for previous presented four types of interleavers represented by Random,
QPP, Chaotic and 2D prime interleaver. Look for interleaver index graph. It’s clear the
difference between previous presented type and proposed interleaver. See figure (10).
List graphs of index of each type of interleaver. The graphs take number of elements of
1024 bit. The graphs show the distribution of new sequences after interleaving.

1000 |

0 100 200 300 400 500 s00 700 BOO 00 1000
Sequence mdex

a- Original data sequence from one to 1024.

Value

0 100 200 300 400 600 000 700 8O0 800 1000
Sequence index

b- Random interleaved data sequence.
Figure 10. different interleavers’ data sequence pattern comparison.
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1000 ¢

200 ¢

noo |

700

600

500

Value

400

200

200

100

o ! X 1 A
0 100 200 300 400 S00 S500 700 800 200 1000
Sequence mdex

c- QPP interleaved data sequence.

1000

900 |

AO0

700}

Value

0 100 SO0 00 AOO aS00 GO0 700 200 0noo 1000
Sequence mdex

d- Chaotic interleaved data sequence.

1000+
|

Value

i i A ! i L
0 100 200 300 400 500 600 700 800 900 1000

Sequence index

e- 2D prime interleaved data sequence.

1000
200
BOO -
7OO -

GO0 -

Value

500

100 200 300 400 500 S00 700 8O0 200 1000

Sequence mdex
f-  Proposed interleaved data sequence.
Figure 10. Continued
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7.1. Mathematical Model of Proposed Interleaver

Now express the proposed interleaver mathematical model. The behavior of
proposed interleaver discussed in worked examples. Let consider the same previous
example for frame length N=10, and step size = 3.

The derived mathematical module for proposed interleaver expressed in following
equations:

7 P(1)=1

p(i) =< Pns1(i) = Pu(i) + step + 1 , Pnia(i)=< Frame length
Paaa(i) =P(1) + 1+ 86, , Pau(i) > Frame length
\_ Update 6ni1= 82+ 1, 60=0 initial at zero )

Where P(i) is the resulted calculated new index after interleaved. Pns1 are the new
calculated position. Py, is previous calculated value. Let apply the calculation:

P(1) = 1.

P(2) = P(1) + (step size = 3) + 1 = 1+4 =5,

P(3) = P(Z) +3+1= P(Z) +4=5+4=9,

P(4)=P(3) +3+1=P(3) +4 =9+ 4 =13 > frame length N

Then:

P(4)=P(1)+1+ (8 =0)=1+1=2

Update 61 =09+ 1=0+1=1.

P(5)=P(4)+3+1=2+4=6.

P(6)=P()+3+1=6+4=10.

P(7) =P(6) + 3+1=10+4 = 14 > frame length N

Then:

P()=P(1)+1+(:1=1)=1+1+1=3.

Update 5, =0;+1=1+1=2.

PB)=P(7)+3+1=3+4=7.

P(9) =P(8) + 3+ 1=7+4=11> frame length N

Then:

PO)=P(1)+1+(8=2)=1+1+2=4.

Update 63=0,+1=2+1=3.

P(10)=P(Q)+3+1=4+4=8.

The worked example shows the same new index of proposed interleaver. refer to
Figure (11)

Original data sequence:

11213 )| 4 71819110
1 | 417192 8 [10) 3 [ 6

Figure 11. Worked example results sequences.

N
(@)

'O
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P

8. Simulation Results Discussion

Simulation take parallel turbo code system based on maximum free distance
convolutional encoder of generator polynomials in octal defined by (5, 7) and constraint
length of 3, free distance equal to 6. Frame length of 1024 bit and total input frames of
1000. The proposed interleaver with a step size of 67. The 2D interleaver takes primes 3
for row and 5 for column respectively. QPP interleaver define f; of 31 and f, of 64 this
according standard tables for frame length 1024 bit. Chaotic interleaver designed for
32x32 matrix that produce 1024 interleaved elements. The simulation studies the
system performance with three modulation types QPSK, 16-QAM and 64-QAM. For
simulation results see figures (12-14):

Figure 12. Turbo code system performance, QPSK modulation with different interleaver types.

Figure 13. Turbo code system performance, QPSK modulation with different interleaver types
enlarged view at curves end.

Figure 14. Turbo code system performance, 16-QAM modulation with different interleaver types.
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4444

/

Figure 15. Turbo code system performance, 16-QAM modulation with different interleaver types
enlarged view at curves end.

Figure 16. Turbo code system performance, 64-QAM modulation with different interleaver types.

-’

A
Y

bt

Figure 17. Turbo code system performance, 64-QAM modulation with different interleaver types
enlarged view at curves end.

Table 1. Simulation results comparisons

Modulation Type Interleaver Type SNR dB BER
QPSK Random 6 1.1766x10™
QPSK Chaotic 6 9.701x10”
QPSK 2D 5 1.4648x10°
QPSK QPP 6 9.7656x10”
QPSK Proposed 5 1.3672x10°

16-QAM Random 10 4.8828x10°
16-QAM Chaotic 10 3.0156x10°
16-QAM 2D 10 1.9531x10°®
16-QAM QPP 11 9.7746x107
16-QAM Proposed 10 9.7656x10
64-QAM Random 11 1.9531x10°®
64-QAM Chaotic 11 1.3533%x10°°
64-QAM 2D 11 1.0766x10°
64-QAM QPP 11 8.531x10”
64-QAM Proposed 11 5.4332x10°
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9. Conclusions

In this paper, introduce a new type of interleaver used with parallel turbo code
depends on predefined step size. Discuss its operation and put a mathematical model to
describe its operation in data interleaving. Also recall four types of interleavers, discuss
briefly its operation and the way used by each one to interleave data with examples. The
simulation also studies the system performance with different modulation including
QPSK, 16-QAM and 64-QAM, simulation results show improvement in BER with
using proposed interleaver. It’s important to note that long term evolution LTE
interleaver represented by QPP need standard fixed values of 188 pair define constants
of f; and f,, while the proposed interleaver not needs such predefined constants with
BER performance listed in Table 1 for each case. This leads to reduce interleaver
complexity with accepted BER performance as shown in simulation results.
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