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Abstract 
 

Serial concatenated convolutional coding with iterative decoding is examined for data 

transmission over the downlink of a WCDMA system employing BPSK modulation and 

coherent Rake receiver. Performance of serial concatenated convolutional coding is studied 

in a frequency selective Rayleigh fading channel. The new type of external interleaver 

which is called Dithered Golden section Interleaver (DGI) is used The effect of correlated 

fading on the performance of the proposed system is investigated by considering external 

block interleaver delays of 10 ms at mobile speeds 5 and 100 km/h. Simulation results show 

that the employing this type of interleaver is outperforming at high signal to noise ratios the 

structured interleaver (Block, circular …etc). 

 

 

 

 ةــــلاصـالخ

  فً هذا البحث تم فحص المرمز التسلسلً المتراص الملتف المستخدم لنقل المعلومات على الخط السفلً لمنظومة

WCDM ٌاستخدام نظام تضمم  BPSK   والمسمتقبل المتاما ف فقمد درد ءدال المرممز التسلسملً المتمراص الملتمف لحالمة

استخدام نوع جدٌد م  المزحفمات الخارجٌمة زمزحفمات القنماتل والمسمماة  انتقائٌة التردد وتم Rayleigh قناة خفوت راٌلً

بمزحفات المقطع الذهبً ء  تأثٌر الخفوت المتطابق على ءدال النظام المقترح تمت دراستف وتمت مقارنتف مع النظام المقمدم 

وا  ءدال  km/h ,100km/h 5 بسمرعة محممول  10msوالذي ٌستخدم المزحف ءلحزمً بتمأثٌر تزحٌمف حموالً   [1]فً 

 العالٌة.   SNRsوبا ل خاص عند   [1]النظام المقترح هو ءفضل م  النظام التقلٌدي المقدم فً 
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1. Introduction 
 

3rd generation mobile radio systems like the Universal Mobile Telecommunication 

systems (UMTS) must support wide range of services with different bit rates and quality of 

service. For certain data transmission services bit error rates (BER) of 10
-6

 or lower are 

required 
[1]

. To meet this performance requirement, very powerful forward error correction 

codes should be used. However the mobile communication systems are characterized by 

channel response with time-varying magnitude and phase 
[2]

. In 1993, Turbo codes were 

shown to have astonishing performance close to the theoretical Shannon capacity limit in 

AWGN channel with relatively simple iterative decoding technique 
[3]

.  

As a powerful coding technique, Turbo codes are a prime candidate for wireless 

applications and being considered for future mobile radio communications 
[3,4]

. Using same 

ingredients, namely convolutional codes and interleavers. Serial Concatenated Convolutional 

Codes (SCCCs) have been proposed in 
[4]

. As alternative to turbo codes.  A SCCC structure of 

two binary convolutional encoders joined by a bit interleaver. As with Turbo codes, decoding 

of SCCCs can also be done iteratively with complexity comparable to that needed to decode 

two constituent convolutional codes. Block diagrams of a SCCC encoder and an iterative 

decoder are shown in the Fig.(1). However, up to date, most of work on SCCCs has only 

Considered AWGN channels. For SCCCs to be applicable in future wireless communications 

their performance in frequency-selective Rayleigh fading channels must be examined, hence 

this paper is an attempt to enhance the performance of SCCC in fading channel. 

 

Outer encoder

R
o
=k/p

Interleaver
Inner encoder

R
i
=p/n

Parallel/Serial Serial/Parallel

 
 

Figure (1) Serially Concatenated Convolutional code Structure 

 

2. SCCC and Iterative Decoding 
 

Serial Concatenated Convolutional code (SCCC) has been proposed in 
[4,5]

, they showed 

that SCCC in some cases gives superior performance to Turbo code ,especially at high 

(SNR).SCCC achieves much higher coding gain than that of Turbo code, so that, using 

(SCCCs) can avoid the (floor effect) behavior ,which is a typical disadvantage of Turbo codes. 
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This suggests the use of (SCCCs) for those Applications where a very low BER is required, as 

deep space communication and future wireless communications applications.  

 

2-1 SCCC Encoder 

In this section the iterative decoder for an SCCC consisting of two component rate (1/2) 

RSC encoders concatenated in series is presented. It is assumed that no-puncturing is 

performed so that the overall code rate is (1/4)-Higher code rates are achieved by      

puncturing 
[4]

. The typical SCCC structure consists of two binary convolutional encoders 

joined by a bit interleaver, as Fig.(1) demonstrates. The outer encoder has rate Ro =k/p and 

the inner encoder rate Ri =p/n leading to an overall rate of R =k/n (where the variables k,p, 

and n, represent the number of bits at the input and output  of outer encoder and the output of 

inner encoder respectively). An information block of size N-bits where N is an integer 

multiple of (k) enters the outer encoder and is mapped to a block of L=N*p/k coded bits. The 

coded bits are permuted by the bit-interleaver to create the input of the inner encoder. The 

output block of the inner encoder of length L*n/p=N*n/k is mapped via a signal constellation 

to a string of modulation symbols and transmitted through the channel. Typically the outer 

encoder is terminated, which slightly reduces the overall rate. 

 

2-2 Complete SISO Algorithm  

The core of decoder is the Soft-Input Soft-Output (SISO) modules, The SISO module is 

a four-port device, with two inputs and two outputs. It accepts as inputs the probability 

distributions of the information and code symbols labeling the edges of the code trellis, and 

forms as outputs an update of these distributions based upon the code constraints 
[11]

. The 

algorithm for the SISO module works on the trellis representation of the code (every code 

admits a trellis representation), with coding rate of ( ooc n/kR  ) being, ok and on the 

number of bits forming an input and output code symbols, respectively. In Fig.(2) a trellis 

encoder is presented, which is characterized by the following quantities. Capital letters 

E,S,C,U  will denote random variables and lower case letters ( e,s,c,u ) their realizations. 

The subscript (k ) will denote a discrete time, defined on the time index set (K). The letters 

(I,O) will refer to the input and output of the SISO module respectively.  

1) Kkk )U(U   is the sequences of input symbols, defined over a time index set (K). Each 

input symbol kU  consists of ok bits
j

kU , ok,...,2,1j   with realization }1,0{u
j  .To the 

sequence of input symbols, the sequence of a priori probability distributions is associated: 

 

Kkk ))I;u(p()I;u(P  ………………………………………………………….. (1)  

 

where: 





ok

1j

j

kk )I;u(p)I;u(p ……………………………………………………….… (2) 
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2) Kkk )C(C   is the sequences of output, or code symbols, defined over the same time 

index set )K( . Each output symbol kC consists of on  bits o

j

k n,...2,1j,C  , with 

realization }1,0{jc . To the sequence of output symbols, the sequence of a priori 

probability distributions is associated: 

 

Kkk ))I;c(p()I;c(P   …………………………………………………..……… (3) 

 

where: 

 





on

1j

j

kk )I;c(p)I;c(p ………………………………………………………….. (4) 
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Figure (2) Trellis Section in the SISO Decoder 

 
Refer to the trellis section notations shown in Fig.(2), where the trellis edges are 

distinguished, and denoted by “e”. For each edge, its staring state ))e(S(
S , its ending 

state ))e(S(
E

, and the input (uncoded )e(u ) and output (encoded, c(e)) symbols that label it. 

The relationship between these functions depends on the particular encoder. As an example, 

in the case of systematic encoders ))e(c),e(S(
E

also identifies the edge since )e(u  is uniquely 

determined by c(e) 
[6,7]

.  

 

2-3 Generic Encoder/Decoder 

A generic encoder and corresponding decoding stage are shown in Fig.(3), where the 

encoder processes the input symbols (u) in the output ones (c) (as mentioned in section (2-2)); 

the decoding block receives the current estimation of the probability distributions of the 

encoder input and output symbols ( )I;u(P  and , )I;c(P  respectively) and returns new refined 

values for these distributions [ )O;u(P and )O;c(P ]. As the decoding stage manages 
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probability distributions and gives at each iteration reliability information instead of a hard 

decoding, it is usually called a soft-input soft-output (SISO) decoder.    

 

SISO

);( ICP

);( OCP

);( OuP

);( IuPEncoder
u C

 

Figure (3) Generic Encoder and Decoder 

 
According to the original maximum posteriori algorithm (MAP algorithm) 

[7,11]
, the 

probability distributions obtained as SISO outputs is known as “extrinsic information,” can be 

evaluated as: 

 





c)e(c:e

E

kk

S

1kck )]e(S[B]I);e(u[P)]e(S[AH)O;c(P  …………………………………...… (5) 

 





u)e(u:e

E

kk

S

1kuk )]e(S[B]I);e(u[P)]e(S[AH)O;u(P  ……………………………….....… (6) 

 

where uc H,and,H  are normalization constants (these constants will be canceled when the 

values of forward and backward recursions and hence the resulted LLRs are calculated). 

1k1k B,and,A  are equivalent to the path metrics in the Viterbi algorithm 
[7,11]

 ,they are 

probability distributions accumulated in the forward and backward directions along the trellis 

according to the following updating relations: 

 

]I);e(c[P]I);e(u[P)]e(S[A)s(A k

s)e(S:e

k

S

1kk
E




  …………………………………………. (7) 

 

]I);e(c[P]I);e(u[P)]e(S[B)s(B 1k

s)e(S:e

1k

E

1kk
S





  …………………………………..… (8) 

 

The main modification to the algorithm is required for a practical implementation due to 

large number of required multiplications, which are eliminated in the additive version of the 

algorithm 
[7]

, introducing the following definitions: 
 



Journal of Engineering and Development, Vol. 9, No. 3, September (2005)                    ISSN 1813-7822 

 

 98 

)]I;c(Plog[)I( k

c

)SISO(k  ………………………………………………………. (9) 

 

)]I;u(Plog[)I( k

u

)SISO(k  ………………………………………….………..… (10) 

 

)]O;u(Plog[)O( k

u

)SISO(k  … ………………………………………………... (11) 

 

)]O;c(Plog[)O( k

c

)SISO(k  …………………………………….………….….. (12) 

 

)]s(Alog[)s( kk  ……………………………………………………….…… (13) 

 

)]s(Blog[)s( kk  ……….………………….………………………………… (14) 

 

The updating equations given above for path and branch metrics take the form: 

 

 ]}aexp{log[a
L

i

i ………………………………………………………....… (15) 

 

Which gives results very close to 
[5,7]

: 

 

)a(a i

i

M max

 …………………………………………………………….… (16) 

 

where )a( i

i
max is the maximum value of ia .This approximation in log domain results in 

what is called Max-Log-Map algorithm. A recursive correction algorithm 
[7]

 is used for 

improving the performance in the presence of low signal-to-noise ratios (SNR’s). 

 

|)]aa|exp(1log[)a,amax(a l

1l

l

1ll  
……………………….……… (17) 

 

 For L,...,2l   with 1

1
aa   and L

aa  . The algorithm requires the execution of two 

types of operations: a comparison with maximum selection and the evaluation of the 

following logarithm: 

 

0)].......,exp(1log[   .…………………………………………….....… (18) 

 

This is easily implemented as a look-up table. Introducing the operation max* for 

indicating algorithm (2), the basic APP relations are simplified as follows: 

 

)s(k )}I()I())e(S({
c

)SIOS(k

u

)SIOS(k

S

1k

s)e(S:e

max*
E

 



……..…………..….. (19) 
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)s(k )}I()I())e(S({
c

)SIOS(1k

u

)SIOS(1k

E

1k

s)e(S:e

max*
S





 ………………… (20) 

 

where the initial values of (forward and backward recursions) are given below: 

 










0s,..

0s,..0
)s()s( No

 …..……………………………………………... (21) 

 

)O(
c

)SISO(k ))}e(S()I())e(S({
E

k

u

)SIOS(1k

S

1k

c)e(c:e
max*  



……………... (22) 

 

)O(
u

)SISO(k ))}e(S()I())e(S({
E

k

c

)SIOS(1k

S

1k

u)e(u:e
max*  



…...……..….. (23) 

 

These are the basic relations to be implemented in the decoding stage of a turbo decoder 

(SISO stage). 

 

2-4 Serial Decoder Design 

The SISO decoder previously presented used in this paper to construct the decoder as 

illustrated in Fig.(4) which  shows that the SISO inner is fed with soft outputs from the 

detector, i.e., a sequence of LLRs of bits received from the channel ( )I(
c

inr ) (where I stands 

for Input and c, stands for LLR for the codeword bits). The second input of the SISO inner is 

a sequence of LLRs of the input bits of the inner encoder  which is called a priori information 

of inner decoder, named ( )I(
u

inr ). This value is set to zero during the first iteration since no a 

priori information is available at the moment 
[4,5,6]

. The SISO inner computes a sequence of 

extrinsic LLRs of the inner encoder input conditioned on the inner code constraints  )O(
u

inr  

using the SISO algorithm. The extrinsic LLRs are passed through the Deinterleaver whose 

outputs correspond to the LLRs of the code bits of the outer encoder  )I(
c

our . These LLRs 

are then passed to the SISO outer for computing the LLRs of both coded and information bits 

based on the outer code constraint. The input LLRs of the SISO outer  )I(
u

our  are always set 

to zero, since ’0’ and ’1’ bits are assumed to be equally probable in the transmitted data The 

SISO outer computes the output  )O(
c

our  which is interleaved to produce the apriori 

information to the SISO inner for the next iteration . After the last iteration, the output LLRs 

of the information bits of the outer encoder  )O(
u

our  will be compared to zero thresholds for 

recovering the information. Hence the data bits are estimated based on the (LLRs) of the 

information bits  )O(
u

our   output of the outer decoder 
[4]

. 
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










0)O(if,0

0)O(if,1
u

u

our

u

our

k  ………………………………………………………… (24) 

 

In: LLR databits

In: LLR codebits

out:LLR databits

out:LLR codebits

In: LLR databits

In: LLR codebits

out:LLR databits

out:LLR codebits

Inner Decoder Outer Decoder

1



)(Iu
inr

)(Ic
inr

)(Ou
inr )(Iu

our

)(Ic
our

)(Ou
our

)(Oc
our

Decision

 

Figure (4) SCCC Decoder 

 

3. Dithered Golden Section Interleaver 
 

Initially the classical model of golden section interleaver would be presented. Finally the 

Dithered golden section interleaver will be proposed. 

 

3-1 Golden Interleaver 

The first step in designing Golden interleaver is to compute the golden section value g. 

The second step is to compute the real increment value gc , as defined: 

 

gc =N (g
m

 + j)/r  ………………………………………………………………. (25) 

 

where g is the golden section value, m is any positive integer greater than zero, r is the index 

spacing (distance) between nearby elements to be maximally spread, and j is any integer 

modulo r. The third step is to generate real-valued golden vector V. The elements of V are 

calculated as follows: 

 

V (n) = (s + n* gc ) mod (N), where n =0…N-1 ………………….………….. (26) 

 

where (s) is any real starting value. The next step is to sort golden vector V and find the index 

vector Z that defines this sort. That is, find sort vector Z such that (n) =V (Z (n)), n= 0…N-1, 

where a = sort (V). The golden interleaver indexes are then given by i (Z (n)) =n, n=0…N-1. 

In fact, vector Z is the inverse interleaver for i. The starting value s is usually set to 0, but 

other real values of s can be selected. The preferred values for m are typically 1 or 2 
[7]

. For 
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maximum spreading of adjacent elements, j is set to 0 and r is set to 1. For Turbo codes, 

greater values of j and r may be used to obtain the best spreading for elements spaced r apart. 

The golden interleaver indexes must be pre-computed and stored in index memory for each 

block size of interest.  

 

3-2 Dithered Golden Interleavers 

The spreading properties of the golden interleaver are still very desirable, both to 

maintain a good minimum distance (a steep error curve at high SNRs) and to ensure rapid 

convergence by efficiently spreading error-bursts throughout the block. These two features 

are encompassed in the dithered golden interleaver. The only difference between the golden 

interleaver and the dithered golden interleaver is the inclusion of a real perturbation (dither) 

vector d, in golden vector V. That is, 

 

V (n) = (s + n* gc  + d (n)) mod (N), where n =0…N-1 ………………….….. (27) 

 

and d (n) is the n-th dither component 
[7]

. The added dither is uniformly distributed between 0 

and ND, where D is the normalized width of the dither distribution. The dithered golden 

vector V is sorted, and interleaver indexes are generated in a similar manner to that for the 

golden interleaver described above. Figure (5) shows the dithered golden Interleaver flow 

chart. 
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Figure (5) Dithered Golden Interleaver Flow Chart 
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4. System Model 
 

The block diagram for the system model studied in this paper is illustrated in Fig.(6). 

Simulation parameters are selected to closely match the UMTS specification 
[1]

. The carrier 

frequency is 2 GHz and the chip rate is 3.968 M chip/s. 

For user information bit rate of 64 Kbit/s, the size of information frame is set to 640 bits 

in order to maintain 10 ms frame size recommended for UMTS. 

 

SCCC

rate(1/2)

(Ro=2/3),(Ri=3/4)

Dithered Golden

Interleaver

Gold sequence

of 31

(3.968Mchips/s)

BPSK

Frequency selective

Rayleigh fading

channel

 AWGNRake receiverDe-Interleaver

Gold sequence

of 31

(3.968Mchips/s)

Iterative

Decoder

Information bits

64 kbit/s

Decoded bits

64kbit/s



Compare
BER

 

Figure (6) The System Model for Simulation 

 
A simple rate-1/2 SCCC, based on an inner rate (3/4) punctured recursive systematic 

convolutional code and an outer rate-(2/3) non-recursive convolutional code with constraint 

length three. 

Generator polynomials for the outer and inner encoder are Go (D) = (1, 1+D
2
/ 1+D+D

2
) 

for both encoders. Table (1) gives a brief description for simulation configuration. Since the 

trellis of the outer encoder is terminated by adding two zero bits at the end of every 

information frame, the codeword of the outer encoder have a length of 1284 bits. Thus, the 

internal interleaver, which is a S-random interleaver 
[8]

 with spreading constant S=20, has a 

length of 1284 bits, and the interleaving delay is about 10ms. The output of the internal 

interleaver is encoded by the inner encoder and coded sequence is then written to the external 

dithered golden Interleaver with length of (1284) and read data out. Figure (7) shows the 

Input/Output plot for (1284) Dithered golden external interleaver. 
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Table (1) Summary of Simulation Configuration 
 

Encoder Type SCCC 

Source data rate 64 kbit/sec 

Over all rate 1/2 

Inner encoder 

Recursive Convolutional code with rate (2/3) ,m=2,(4-states) with 

generator polynomial of [1,1+D
2
/1+D+D

2
] .Punctured with 

puncturing matrix of 









01

11 ,with puncturing period of (2) 

Outer encoder 

Recursive Convolutional code with rate (3/4) ,m=2,(4-states) with 

generator polynomial of [1,1+D
2
/1+D+D

2
] .Punctured with 

puncturing matrix of 









0

1

0

1

1

1 , with puncturing period of (3) 

Input Frame size 640 bits 

Internal 

Interleaver 
S-random with N=640, S=18. 

Modulation BPSK 

Channels 

Frequency selective 

Rayleigh fading channel 

with speed 

(5,and,100km/h) 

AWGN channel with unit variance 

and zero mean 

External 

interleaver 
Dithered Golden section interleaver with D=0.02, r=1,j=9,s=0. 

Iterative decoding Log-Map Algorithm 

BER simulation Mont Carlo method 

 
The interleaved sequences are spread by a Gold sequence of length (31) Appendix (A), 

BPSK modulated and transmitted to the channel. 

 

 
 

Figure (7) Input/Output Plot for (1284) Dithered Golden  
External Interleaver 
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Fading radio channel is modeled as a tapped delay line model with six taps, where the 

tap spacing equals the chip duration. The preceding is illustrated in Fig.(8) below.   
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Figure (8) Tapped Delay Line Model for Multipath Fading Channel   

 
Tap gains have Rayleigh distribution and their variances are chosen from exponential 

power delay profile with rms delay spread of 0.35 s. The Doppler spread is introduced by 

Doppler filters with a frequency response corresponding to the classical Doppler spectrum. 

The received signal is fed to a coherent Rake receiver with three fingers matched to the three 

strongest paths. The channel coefficients are assumed to be perfectly known in the Rake 

receiver (e.g. by using a pilot channel). The combined sequence is despread and passed to the 

detector for computing soft-output values. Approximating the combination of 

interleaver/deinterleaver, multipath fading channel and Rake receiver as an AWGN channel, 

the soft output of the detector is computed as follows: 

 

.N...1k

)y(REAL
N

E
*6805.04)I( k

o

c

k

c

inr




 ……………………………………….. (28) 

 

where Ec is chip energy, N0/2 is two-sided psd of the additive white Gaussian noise, and yk is 

a sample of the despread signal. Equation (28) has been derived in 
[9,10]

. The introduction of 

the 6805.0   factor that is used here to take into account the fact that a rake receiver with 

three fingers on average only captures 68% of the total signal energy. Finally, the soft-output 

sequence is deinterleaved and fed to an iterative decoder for decoding. The decoded sequence 

is compared with the original information bits to estimate the BER (as illustrated in Fig.(4)). 
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5. Simulation Results 
 

The performance of the chosen SCCC has been simulated at mobile velocities 5 and 100 

km/h. Average fade durations (5 dB below the rms value) for these velocities are 14.33 and 

0.72 ms, or 3647 and 182 bits, respectively. Figure (9) shows the performance curve for the 

case of velocity 5km/h, external block interleaver with size of (107*12) and delay 10 ms, 

which is the classical case presented in 
[2]

. It is worth to mention that increasing the 

interleaving delay results in better performance for the SCCC system especially in the case of 

selective fading channel (mobile channel) because sufficient interleaving provided, but the 

penalty for that would be the decoding delay increasing which is very critical parameter in 

practical applications. However an optimum interleaving delay could be calculated, as main 

problem in future work. From Fig.(9) it’s obvious that increasing the number of iterations 

results in increasing in coding gain. Figure(10) shows the performance curves for the same 

previously presented case but with replacing the extrnal interleaver with Dithered golden 

section interleaver with the follownig parametres(r=15,j=9 ,s=0,D=0.005). Its obvious that 

system with Ditherd interleaver outperforms the classical system presented in 
[2]

, and there is 

acoding gain for different iterations in range (0.38 to 0.47) dB. Figures (11) and (12) show 

the performance curves for the case of mobile speed becomes 100km/h ,also for sake of 

comparison the two previously presented interleavers are considered. Its clear that the coding 

gain is inreased and the performance is significallty better than the case of using structered 

(block interleaver). Hence the coding gain for different iterations extended from               

(0.42 to 0.48)dB. 

 

 

Figure (9) Performance of the SCCC System in Rayleigh Fading Channel 
for Mobile Velocity 5km/h and Block External Interleaver  

(107*12) with Interleaving Delay of 10ms 
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Figure (10) Performance of the SCCC System in Rayleigh Fading 
Channel for Mobile Velocity 5km/h and Dithered Golden External 

Interleaver (r=15,j=9,D=0.005) with Interleaving Delay of 10ms 

 

 

Figure (11) Performance of the SCCC System in Rayleigh Fading 
Channel for Mobile Velocity 5km/h and Block External Interleaver 

(107*12) with Interleaving Delay of 10ms 
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Figure (12) Performance of the SCCC System in Rayleigh Fading 
Channel for Mobile Velocity 5km/h and Dithered Golden External 

Interleaver (r=15,j=9,D=0.005) with Interleaving Delay of 10ms 

 
6. Conclusion 
 

The performance of a SCCC in a fading mobile radio environment has been charted. 

Simulation results show that the performance of the SCCC is very sensitive to channel 

correlation. Therefore, when applying SCCCs for correlated fading channels, sufficient 

external interleaving should be provided in order to realize the full potential of error 

correction capability of SCCCs. For this condition this paper suggest the replacing of External 

highly structured (block interleaver) with new type of interleavers presented in 
[7]

 and based 

on the golden section. For the simulated correlated fading channels, increasing number of 

decoder iterations beyond four does not give a significant improvement in performance. For 

this type of channel, increase in the external interleaver size for reducing correlation in fading 

gives more benefit than increase in the number of decoder iterations. The investigated SCCC 

with recursive inner and outer encoders and with random (Dithered golden) interleaver gives 

coding gain at maximum of 0.48 dB at a case of mobile speed of 100km/h. Finally SCCCs are 

very promising for data transmission applications in the future mobile radio communications 

systems. 
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Appendix A 
 

For a shift register of m-sequences, the length is: 

 

 L=2
m

 -1 ……………………………………………………………………… (A.1) 

 

Golden sequences are constructed by taking a pair of specially selected m-sequences 

called the preferred sequences and performing the modulo-2 addition of the two sequences for 

each of cyclically shifted one versions of one sequence relative to other. Thus L-Gold 

sequences are generated as illustrated below .For large L and m odd, the maximum value of 

the cross correlation function between any pair of Gold sequences is L2Rmax  , for m 

even, and LRmax   for m odd. 
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Figure (A-1) Generation of Gold Sequences of Length (31) 

 


