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Design and Implementation of a TM-CFAR Processor  
using Field Programmable Gate Array (FPGA) 

 

 
Abstract 
 

This paper proposes on a project whose aim is to implement architectures for Constant False 

Alarm Rate (CFAR) processor employed in radars. These proposed architectures are implemented 

by using Field Programmable Gate Array (FPGA) technique, with observance of feature desired as 

flexibility, and speed without performance loss. This design written in VHSIC Hardware 

Description Language (VHDL). 

FPGA architecture of TM-CFAR processor is implemented to overcome the large processing 

time required in case of multi-target environment. The use of this technology is suitable because it 

offers high flexibility in modifying and even developing the required design with a reduction in the 

required number of hardware and cost. 

In addition to the main features of the processing chain architectures such as degree of 

parallelism, small size, accuracy and high computational speed, there is a requirement for 

generality and adaptively i.e. the ability to handle many different models of operation in different 

environments. 

The implementation of the design is achieved using Xilinx Virtex-II platform as a suitable 

selected programmable device. The development of the system software for this work has been done 

using Active HDL 3.5, and ISE Navigator 6.3i programs. 

 

 
 

 ةـــــــلاصـالخ
 هفً الرادارات. هذه الهندسة المعمارٌ ستخدمم CFAR)) لمعالجِ  هقَ هندسة معمارٌٌّ طبتمشروع هدفه  هو بحثال ان هذا

سرعة بدون الو، نةومرالك همطلوبال اتمٌزّ المَع  مراعاة   ،(FPGA) مصفوفة البوابات المبرمجة مُطَبَّقة بإستعمال تقنٌة هالمُقتَرَح
. هذالأ فًخسارةِ  ِِ  تطبٌقَ.ال بناِل تَ ستَعملأً تالو (VHDL)بلغة لتَصمٌم مكتوبِ ا ادا

لغرض معالجة مشكلة طول وقت المعالجة اللازم لهذه الطرٌقة  ( TM-CFAR) للمعالج  FPGAتم بناِ معمارٌة تستخدم 
لانه ٌوفر مرونة فً تغٌٌر وتحدٌث  مهم للتصمٌم (FPGA)أن استخدام تقنٌة برمجة الـ  عند التعامل مع ألاهداف المتعددة .

المستخدمة فً التصمٌم وبالتالً تقلٌل الكلفة الكلٌة  ( Hardware)مواصفات التصمٌم والتً تسهم فً تقلٌل عدد المكونات المادٌة 
 للمنظومة.

ة وسرعة المعالجة أن اهم ماٌمٌز البناِ المعماري لهذا المعالج اضافه الى الدرجة العالٌة من المعالجه وصغر الحجم ودق
العالٌة ، هو الشمولٌة وأمكانٌة التطوٌر او التحدٌث أي بمعنى امكانٌة المعالج من العمل بأطوار وأشكال مختلفة وبظروف عمل 

 .( FPGA) مختلفة بظهور تقنٌات المعالجة الحدٌثة والمتمثلة بتقنٌة مصفوفة البوابات المبرمجة
كاداة  (Xilinx)التً تنتجها شركة  (Virtex II)تخدام رقاقة المصفوفة البرمجٌة نوع انجز تنفٌذ التصمٌم فً هذا البحث بأس

 ISEفً حٌن تمت عملٌة التنفٌذ بأستنخدام برنامج (Active-HDL 3.5)حٌث تمت عملٌة التصمٌم بأستخدام برنامج  للكٌان المادي.

Navigator 6.3i  . 
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1. Introduction 
 

In the modern radar systems, equipped with automatic detection circuits, the use of 

CFAR technique is required to keep false alarms at a suitably low rate in a-priori unknown. 

This interference may have different dynamic ranges, probability distributions, which vary in 

both time and space, at the signal processing and detection level. 

In many radar systems, decision making has to be done in a greater speed than the 

capability of the operator. Thus, replacing the human operator by adaptive signal processing 

and data processing units is the general trend of today's radar technology. The philosophy of 

such devices is based upon the statistical decision theory, which gives an explanation and 

understanding of the two problems of signal processing and detection. In addition, it satisfies 

the needs to solve many hard problems like multiple target discrimination. However, with 

automatic detection and decision making devices come the problem of false alarm. Since the 

early 1960's, many techniques can yield CFAR, under specific restrictions 
[1]

. 

In the late 1960s, when digital signal processing was introduced in radars, a general-

purpose processor was provided to control the radar's operation. But processing speeds were 

so low and memory so limited that a hard-wired processor had to be provided for signal 

processing. To run predictably in real time and fit within the available memory, software for 

the data processor had to be written in assembly language. The size of the program was 

limited by what could be executed in real time at the processor's limited speed and would fit 

in its memory 
[2]

. 

For the past decade, reconfigurable computing became widely used when Xilinx 

Corporation introduced the first commercial (FPGAs) 
[1]

. 

The United States Department of Defense (DoD) sponsored a workshop on hardware 

description language; this workshop was to study various hardware description methods, the 

need for standard language, and the features that might be required by such standard. This 

approach is economical, flexible and easy in implementation. It is suitable for real time 

application for speed less than 100 MSPS, which is an advantage over the TMS. 

 

2. CFAR Algorithm 
 

The Cell-Averaged CFAR (CA-CFAR) is the most common CFAR detector used for 

target detection. The CA-CFAR detector is used to regulate the false alarm probability to a 

desired level in varying background environments through averaging. Figure (1) shows a 

block diagram of the CA-CFAR algorithm structure. In CA-CFAR detectors, a reference 

window of N samples which surround the cell or data under test is taken to compute the 

average value 
[3]

.  

A block diagram of conventional CFAR processor is shown in Fig.(1). The square-law 

detected range samples are sent serially into a tapped delay line of length. The output of the 

test cell, which is the one in the middle of the tapped delay line, is denoted xo. The statistic Z, 
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which is proportional to the estimate of total noise power, is computed by processing the 

contents of N reference cells surrounding the Cell Under Test (CUT(x0)). 

 

 
 

Figure (1) Block diagram of a CFAR processor 

 
The estimate Z is then multiplied by a constant scale factor T, depending, first, on the 

estimation method applied and, secondly, on the false alarm rate required. A target is declared 

to be present if x0 exceeds the adaptive threshold TZ .The scaling constant T is selected so that 

the design probability of false alarm is achieved. The procedure or estimating Z varies with 

different CFAR schemes 
[4]

. 

There are many types of CFAR processing algorithms based on the method of regulating 

the false alarm rate, where all these types mainly use adaptive threshold setting 
[5]

. 

In TM-CFAR, the outputs of the reference cells {Xi}, i=1,2,….,N are fed into a ranking 

device which, in turn, outputs the samples in ascending order according to their magnitude 

(N)(k)(2)(1)
X  … X …X X   to yield the N ordered samples, and then trims T1 cells from the 

lower end and T2 cells from the upper end before summing the rest. The Ordered Statistic 

CFAR (OS-CFAR) and CA-CFAR schemes are special case of the TM-CFAR scheme, as 

shown in Fig.(2). 

 







2TN

11Tk

kXZ  ……………………………………………………………………. (1) 

 

where:  

Z: is the sum of the reference cells ranked according to their output level. 
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Figure (2) Block diagram of a TM-CFAR processor 
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The adaptive threshold level TZ is obtained by multiplying the output of the 

representative rank cell by a scaling factor T 
[5]

.  

The values of the Cell Under Test CUT and the adaptive threshold TZ, are fed into a 

comparator circuit that compares both amplitudes. If the value of (CUT) exceeds (TZ) the 

target is declared to be present, and otherwise absent. Therefore the Threshold is found by 
[4]

. 
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where:  

)T(M
j

: represents the moment generating function (MGF) of ordered sample X.   

 

The detection probability Pd is obtained by replacing T with T/(1+SNR) in (3). The loss 

of detection in terms of ADT is computed by differentiating (3) with respect to SNR which 

yields 
[4]

. 
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where:  

 

1)i-T-T-1)/(Ni-T-(Ni 211   ………………………………………….. (5) 
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It is clear that with symmetric trimming, Z is given by the sum of the middle N-T1-T2 

reference cells of the ordered window. Consider the situation where the leading half of the 

reference window contains cells from clutter-plus-noise background and the lagging half from 

clear background. The noise power estimate y will include samples from both the clear and 

clutter-plus-noise background. The corresponding threshold will not be high enough to 

regulate the false alarm rate if the cell contains a return from the clutter-plus-noise 

background. The TM-CFAR processor performance for asymmetric trimming is more 

interesting 
[5]

.  

The flowchart shown in Fig.(3) illustrates the steps of the TM-CFAR program. 

 

3. CFAR Hardware Implementation  
 

Let X be the raw data samples of the signal to be processed and N the number of 

reference cells in the TM-CFAR detector. For the sake of simplicity but without lost of 

generality, let consider a sequence of reference data samples around a cell under test as     

one-dimension windows. Each rectangle includes data from the reference cells. The windows 

share data and each time that the window slides leftwards one position on data, all its data 

samples, except the data located on the edges, belong to the domain of the next window 
[4,8]

. 

A block diagram of the proposed architecture is shown in Fig.(4). The main components 

of the architecture are: 

1. Delay  

2. Ranking  

3. Trimming &Average  

4. Adaptive Threshold   

5. Comparator. 
 

Figure (4) show the block diagram of the main core of the CFAR architecture. 
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Figure (3) Flowchart illustrates the steps of the TM-CFAR program 

Start 

H1 

Ho 

End 

Target is Present 

Set Parameter  

Pfa , Pd , N , T1 , T2 

Trims T1 Cell from the Lower End 

and T2 Cells from the Upper End 

Averaging Reference Cells 
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Obtaining the Adaptive Threshold TZ 
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Figure (3) a. Hierarchical block diagram of TM-CFAR component 
                                       b. Inner content of top-level block 

 

Figure (4) Block diagram of the internal structure of the processing elements, b) main 

components of the TM-CFAR  

Figure (5) illustrates hierarchy block diagram of Delay component. It has input ports 

named si<31:0>, and control signals: start, clk. It has par_out<0> <31:0> to 

par_out<8><31:0>, as output ports. 

 

 
 

Figure (5) Top-level FPGA hierarchical structure of delay component 

Par_out<0> < 31:0> 

Par_out<1> < 31:0> 

Par_out<2> < 31:0> 

Par_out<3> < 31:0> 

Par_out<4> < 31:0> 

Par_out<5> < 31:0> 

Par_out<6> < 31:0> 

Par_out<7> < 31:0> 

Par_out<8> < 31:0> 
 start 

Si<31:0> 
in 1<31:0> out28<31:0> 

 
in 2<31:0> out34<31:0> 

 

in 5<31:0> out37<31:0> 

 

in 4<31:0> out36<31:0> 

 

in 3<31:0> out35<31:0> 

 

in 8<31:0> out42<31:0> 

 

in 7<31:0> out41<31:0> 

 

in 6<31:0> out40<31:0> 
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 Z1<31:0> 

 Z1<31:0> 

 Z1<31:0> 
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As shown in Fig.(4-b) the second component is achieve Ranking algorithm, the voltage 

of a reference cells (leading and lagging parts about the cell under test) are rank ascending 

according to their magnitude. Figure (6) illustrates hierarchy block diagram of ranking 

component. It has 8 input ports named in1<31:0> to in8<31:0>.and 8 output ports, which are: 

out28<31:0>, out34<31:0>, out35<31:0>, out36<31:0>, out37<31:0>, out40<31:0>,  

out41<31:0>, and out42 <31:0>. 

 

 
 

Figure (6) Top-level FPGA hierarchical structure of ranking component 

 

The Ranking component consists of Twenty-One subcomponents. Figure (7) illustrates 

hierarchy block diagram for these subcomponents. Each of them has input named in1<31:0>,       

in2 <31:0>, It has out1<31:0>, out2 <31:0>, as an output. 

 

 
 

Figure (7) Top-level FPGA hierarchical structure of (subcomponents) 

 

The third component as shown in Fig.(8) is Trimming and average, this component is 

responsible for remove a predetermined number reference cells that contain the highest 

outputs than the rest. The remaining reference cells are combined together, the background 

estimate is obtained from the average of the N-T1-T2 reference cells of ordered window, 

equation (1). Figure (8) shows the hierarchy block diagram of trimming component. It has six 

input ports named z1<31:0> to z6<31:0>, with output port named aver<31:0>. 
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Figure (8) Top-level FPGA hierarchical structure of trimming component 

 

The adaptive threshold component, which is the fourth component in the TM-CFAR 

structure is shown in Fig.(9), this component is used for calculate the adaptive threshold. This 

is obtained by multiplying the output of previous component by a scale factor T to yield the 

TZ. Figure (9) illustrates hierarchy block diagram of adaptive threshold component. It has 

input ports named input<31:0> and threshold <31:0>, and output port is output<31:0>. 

 

 

 

 

 

 

 

 

 

 

Figure (9) Lower-level FPGA structure of threshold component 

 

Figure (10) illustrates hierarchy block diagram of comparator component. This 

component is responsible for detection decision. The sample from the cell under test is 

compared with the adaptive threshold. The target signal detection is declared if the output of 

CUT (in1) exceeds the adaptive threshold (in2). It has input port named in1<31:0> and 

in2<31:0>, the output is named Q. 

 

 
 

Figure (10) Lower-level FPGA structure of comparator component 

P<31:0> 

A<31:0> 

B<31:0> 

C > 

A=input 

B=Threshold 

P=output 
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4. FPGA Implementation and Results  
 

The proposed architecture is modeled using the VHDL Hardware Description   

Language 
[6,7]

. After simulating the VHDL model of TM-CFAR processor, it is implemented 

using ISE Navigator 6.3i software. The target device for implementation is XC2v300e-6fg456 

FPGA chip. This FPGA chip is chosen according to its architecture, which is optimal for high 

density and high performance logic design, according to the repots obtained from the 

implementation process. 

 

Table (1) Synthesis summary and timing for the FPGA implementation  
of the TM-CFAR processor 

 

Synthesis summary for the TM-CFAR processor targeted  

for a XC2v300e-6fg456 Vertex-II device 

Number of Slices 1727 

Number of 4-Input LUTs 3,145 

Number of Flip Flops 265 

FPGA occupation Percentage 56% 

Maximum clock Frequency 101.163 MHz 

 
5. Conclusions 

 

Using FPGA technology for such an environment instead of other technology would 

give many benefits, including lower cost, high processing speed, and high degree of 

flexibility, the ability to create entirely new types of systems and applications can 

dynamically change the hardware in system. FPGA allows the implementation of CFAR 

processor to real time, high speed. The maximum delay is 7.911 ns. All these specifications 

are achieved by using a single chip and only up to 56% of single chip resources are utilized. 
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