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Abstract 

Conventional non-adaptive filters that are used for extracted the information from an 

input signals, are normally linear and time invariant. In this case the restriction of time 

invariance is removed. This is done by allowing the filter to change the coefficients used in 

the filtering operations according to some predetermined optimization criteria. This has the 

important effect that the adaptive filters may be applied in areas where the exact filtering 

operation required may be known a priori and further, this filtering operation may be non-

stationary. System modeling or system identification is one of the wide applications of the 

adaptive filtering that have a great importance in the fields of communication systems and 

signal processing .The main object of this paper is to find a best optimization algorithm that 

gives a minimum Mean Squared Error (MSE) between  the desired and the actual signal to 

identify the unknown system. Many algorithms will be studied, such as the Least Mean 

Squared (LMS) algorithm, Adaptive Linear Neuron Network (ADALINE) and Genetic 

Algorithm (GA). Then we will produce a new improvement algorithm (we called it GALMS) 

that uses the LMS algorithm with optimized learning coefficient using genetic algorithm. 

Optimal weights (coefficients) will also be found to be concentrated with the actual weights. 

Key words :  Adaptive filters, identification, LMS, ADALINE network, and GAs. 

 

 ةــــــــالخلاص

انًششذاث غٍش انتكٍفٍت انتقهٍذٌت انتً تستخذو فً استخلاصِ انًعهٕياث يٍ إشاسة إدخال يعٍُت تكٌٕ عادة 

انضيٍ. فً ْزِ انذانتِ انتقٍذ بانضيٍ ًٌكٍ انتخهص يُّ عٍ طشٌق انسًَاح نهًششِخَ بتَغٍٍش يع ثابتت راث يعايلاث خطٍت ٔ

ُّ انتأثٍشُ انًٓىُ انزي ٌجعم عًهٍاثِ انتَشْش اثُاء ّيعايلاتِ ٍخ طبقاً نبعطِ انًعاٌٍش انتً تذقق الأيثهٍت انًذذّدة يسبقاً. ْزا نَ

 system)تًثٍم الأَظًت . إٌ دقت فً عًهٍت انتششٍخٔ تكٍُف استخذاو انًششذاث انتكٍفٍت فً انتطبٍقاث انتً تذتاج

identification) ًَِشْشذاث انتكٍفٍت انكثٍشة ٔانتً نَٓا أًٍْت كبٍشة فً دقٕلِ أَظًت الاتصالاثِ ٔيعانجتِ  أدذ تطبٍقاث ان

انٓذف الأساسً يٍ ْزا انبذث ْٕ إٌجاد أفضم خٕاسصيٍتِ تذققِ أيثهٍت انًُظٕيت أي أَٓا تَعطً أدَى يعذل  الإشاسة.

سَتذسط  خٕاسصيٍاثٍْ ان( بٍٍ الإشاسةِ انًطهٕبتِ ٔالإشاسة انفعهٍتِ نتًَثٍم الأَظًت انًجٕٓنت. انعذٌذ يMSEِيشبع خطأ )

( ٔ ADALINE( ، شبكت انخهٍت انعصبٍتِ انخطٍّتِ انتكٍفٍت )LMS) خٕاسصيٍت اقم يعذل يشبع خطأ فً ْزا انبذث يثم

( ٔال LMS(  ٔانتً تستخذو أل )GALMSجذٌذة أسًٍُاْا ) خٕاسصيٍت(. ثىّ َعشض GAانخٕاسصيٍت انٕساثٍت )

(GA ِفً أدائٓا. ستقٕو ْز )انخٕاسصيٍت ( ٌعطً اقم( بإٌجاد ادسٍ يعايم تعهىMSE(عٍ طشٌق أل ))GA يٍ ثى )

الأٔصاٌ الأصهٍت ٔانتً تًاثم  ( نهذصٕل عهى أٔصاٌ )يعايلاث( انًششخ انًثانٍتLMSتطبٍق ْزا انًعايم عهى أل )

 .نهًُظٕيت انًجٕٓنت 
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1. Introduction  

 

An adaptive filter is a system whose structure is adjustable in such a way that its 

behavior or performance (according to some desired criterion) improves through contact with 

its environment. The adaptive filter coefficients adjust themselves to achieve the desired 

result, such as identifying an unknown filter or canceling noise in the input signal. In Figure-

1, the shaded box represents the adaptive filter, comprising the adaptive filter and the adaptive 

algorithm 
[1] [2]

.  

 

 

 

 

 

 

 

 

 

 

 

 

An adaptive FIR or IIR filter designs itself based on the characteristics of the input 

signal to designing the filter does not require any other frequency response information or 

specification. To define the self learning process the filter uses, you select the adaptive 

algorithm used to reduce the error between the output signal y(k) and the desired signal d(k). 

Now the output from the adaptive filter matches closely the desired signal d(k). When we 

change the input data characteristics, sometimes called the filter environment, the filter adapts 

to the new environment by generating a new set of coefficients for the new data. Notice that 

when e(k) goes to zero and remains there you achieve perfect adaptation; the ideal result but 

not likely in the real world
 [2]

.  

 

Figure-1: Block Diagram Defining General Adaptive Filter Algorithm Inputs 
and Outputs 

file:///E:/MATLAB6p5/help/toolbox/filterdesign/adaptiv2.html%235520
file:///E:/MATLAB6p5/help/toolbox/filterdesign/adaptiv2.html%235520
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2. System Identification 

The System Identification problem is to estimate a model of a system based on observed 

input-output data. Several ways to describe a system and to estimate such descriptions exist. 

One of these ways is the Least Mean Squares error (LMS) method.  

When the Least Mean Squared error (LMS) performance criterion has achieved its 

minimum value through the iterations of the adapting algorithm, the adaptive filter is finished 

and its coefficients have converged to a solution
 [3]

. 

System Identification allows us to build mathematical models of a system based on 

measured data. This is done essentially by adjusting parameters within a given model until its 

output coincides as well as possible with the measured output. 

One common application is to use adaptive filters to identify an unknown system, such 

as the response of an unknown communications channel or the frequency response of an 

auditorium, to pick fairly divergent applications. 

 Other applications include echo cancellation and channel identification. In figure-2, the 

unknown system is placed in parallel with the adaptive filter. 

 

 

 

 

 

 

 

 

 

Clearly, when e(k) is very small, the adaptive filter response is close to the response of 

the unknown system. In this case the same input feeds both the adaptive filter and the 

unknown.  

When the unknown system is a modem, the input often represents white noise, and is the 

sound we hear from our modem when we log in to our Internet service provider 
[4][5]

. 

 

Figure-2: Using an Adaptive Filter to Identify an Unknown System  
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3. Least Mean Squares error (LMS) algorithm 

The LMS Algorithm introduced by Widrow and Hoff can be applied to find the adaptive 

filter weights (wi) (shown in figure-3) so that the error (ε(k)) be equal or converges to zero and 

the mean square error (e(k)) be minimum as possible. In this case the adaptive filter weights 

will be the optimal weights that give the solution of identification problem of the identified 

system 
[3]

. 

 

 

  

 

 

 

 

 

 

The input output relationship is: 





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n

i nkxkwky                                                                     ……(1) 

Where y(k) the actual output, wi(k) the i-th filter weight, x(k) the applied input for the k-

th sample and  N is the order of the filter. 

     Now the adaptation of the weights )( new

iw depending on the previous weight values )( old

iw   

according to the relation:  

i

old

i

new

i www            : i = 1,2,…..,N-1                                                     ……(2)                                                              

Now the following derivation is to find an expression for the weight change (∆wi). 

Hence, the corresponding error term ε(k) is: 

ε (k) = d (k) – y (k)                                                                             ……(3) 

Figure-3: The adaptive linear filter implementation 
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where d(k) and y(k) are the desired and actual output for the k-th sample respectively. 

The sum squared error, or expectation value of the error (e(k)), is defined by: 





R

1k

2 (k)ε(k)e                                                                                                  ……(4) 

Where R is the number of input patterns in the training set. The error can be reduced by 

adjusting the weights in proportion to the negative of the gradient, the direction of must rapid 

decrease in the error function, e(k) with respect to each weight change, Thus, we want an 

expression for the weight change ∆wi proportional to the negative gradient of the error, that is 


 







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R

k ii

i
w

(k)ε
η

w

(k)e
ηΔw

1

2

                                                           …… (5)                   

where η is a positive constant. Taking partial derivatives of each term in the summation 

gives the following, 

(k)xy(k))(d(k)=

)(k)xw(d(k)
∂w

∂
=

∂w

(k)ε∂
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ii

ii

2

2
1
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2




                                                          …… (6)                                

So, we have the simple LMS rule given by: 

∆wi = 2 η (d (k)-y (k)) xi (k)  

      = 2 η ε (k) xi (k) 

     = μ ε (k) xi (k)                                                                             …… (7) 

where μ is the step size or learning coefficient that has a significant effect on training. If 

μ is too large, convergence will never take place, no meter how long is the training period. 

Finally, we conclude that our used formula that adapts the weights of the adaptive filter (with 

known μ) is:  

)(kxε(k)μww i

old

i

new

i                                                                                …… (8) 

 

4. Adaptive Linear Neuron Element (ADALINE) Network  

The ADALINE network discussed in this section is similar to the perceptron, but their 

transfer function is linear rather than hard limiting 
[6]

.  
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This allows their outputs to take on any value, whereas the perceptron output is limited 

to either 0 or 1. Both the ADALINE and the perceptron can only solve linearly separable 

problems. However, here the LMS algorithm will be used as a learning rule which is much 

more powerful than the perceptron learning rule. The LMS or Widrow-Hoff learning rule 

minimizes the mean square error and thus moves the decision boundaries as far as it can from 

the training patterns. The linear network produces outputs of corresponding target vectors that 

when presented with a set of given input vectors. The difference between an output vector and 

its target vector is the error 
[7]

. The complete ADALINE consists of the Adaptive Linear 

Combiner (ALC) and a pure-linear transfer function (as shown in Figure-4)). ALC is adaptive 

in the sense that their exist a well-defined procedure for modifying the weights in order to 

allow the device to give the correct output value for the given input. What output value is 

correct depends on the particular processing function being performed by the device. The 

ADALINE (or the ALC) is linear because the output is a simple linear function of the input 

values. The ADALINE could also be said to be a linear Element, avoiding the neuron issue 

altogether
 [8]

. 

 

 

 

 

 

 

 

 

 

 

Figure-4: ADALINE network 
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The ALC performs a sum-of-products calculation using the input and weight vectors, 

and applies an output function to get a single output value. Using the notation in Figure-4, the 

network consists of n inputs and one output equal to: 

  



n

i

ii xwy
0

                                                                                      ……(9)                                                                                          

or, in vector notation, 

y = w
T 

x                                                                                          ……(10) 

where w
T
 is the transpose of the weight vector on the connection between the i-th input 

pattern element and the single output neuron. The linear output from the neuron is sent to a 

threshold logic unit to obtain the final bipolar output. The output function in this case is the 

identity function, as is activation function. The use of the identity function as both output and 

activation functions means that the output is the same as the activation, which is the same as 

the net input to the unit.  

As we illustrate previously, ADALINE network uses the LMS algorithm or Widrow-

Hoff learning algorithm based on approximate steepest descent procedure. So the adaptation 

of the weights and bias will depend on Equ.8 as shown 

))()1( (jxε(j)μjwjw iii                                                                        ……(11) 

ε(j)μjbjb ii  )()1(                                                                               ……(12) 

Where wi(j) the i-th weight for the j-th iteration and bi(j) the i-th bias weight. The other 

variables are defined previously. 

 

5. Genetic Algorithm (GA) 

A genetic algorithm is an optimization method that manipulates a string of numbers in a 

manner similar to how chromosomes are changed in biological evolution.  

An initial population made up of strings of numbers is chosen at random or is specified 

by the user. Each string of numbers is called a "chromosome" or an "individual," and each 

number slot is called a "gene." A set of chromosomes forms a population.  

 Each chromosome represents a given number of traits which are the actual parameters 

that are being varied to optimize the "fitness function". The fitness function is a performance 

index that we seek to maximize 
[9]

.  The operation of the GA proceeds in steps. Beginning 

with the initial population, "selection" is used to choose which chromosomes should survive 
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to form a "mating pool." Chromosomes are chosen based on how fit they are (as computed by 

the fitness function) relative to the other members of the population.  

 More fit individuals end up with more copies of themselves in the mating pool so that 

they will more significantly effect the formation of the next generation.  Next, several 

operations are taken on the mating pool. First, "crossover" (which represents mating, the 

exchange of genetic material) occurs between parents. To perform crossover, a random spot is 

picked in the chromosome, and the genes after this spot are switched with the corresponding 

genes of the other parent.  Following this, "mutation" occurs. This is where some genes are 

randomly changed to other values. After the crossover and mutation operations occur, the 

resulting strings form the next generation and the process is repeated. A termination criterion 

is used to specify when the GA should end (e.g., the maximum number of generations or until 

the fitness stops increasing) 
[10]

. In adaptive filtering, the set of filter coefficients is encoded 

into a chromosome as a list of real numbers and the genetic operators are used as a searching 

tool for the gradient method to find a faster short-cut route in learning the optimal solution 

during the adaptation phase 
[11]

. 

 

6. The New GALMS Algorithm 

Whenever the LMS algorithm gets stuck at a local minimum or the convergence rate is 

relatively slow depending on the value of the learning coefficient (μ), we start the genetic 

search by finding the optimal learning coefficient with the best fitness i.e. the smallest (MSE) 

as the survived chromosome. In other words, the learning coefficient will be the GA 

chromosomes in which a fitness value is assigned to each chromosome. The fitness value for 

the j-th chromosome is inversely proportional to the mean squared error 2

jε , where ( 2

jε ) is 

given by 





R

k

jjj (k)](k)-y[d
R

ε
1

22 1
                                                                            …… (13) 

Where R is the window size over which the errors will be accumulated; d(k) is the 

desired output; y(k) is the estimated output associated with the j-th estimated chromosome. 

The survived chromosome will be the optimized learning coefficient that gets us a minimum 

MSE (or optimal solution). 

So we can summarize our new algorithm in the following steps: 

Step-1: Apply an input signal x(k) to the unknown system and evaluate the desired output 

(d(k)). 

Step-2: Initialize the filter weight (make it all zeros) and compute the actual output (y(k))  

according to Equ.1. 

Step-3: Put a random number for the learning rate μ (ranged 0 to 1), this will be the GA 

chromosome. 
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Step-4: Find the corresponding error term ε(k) according to Equ.3. 

Step-5: Compute the new weights according to LMS algorithm (Equ. (8)).  

Step-6: Evaluate the fitness function for the GA according to the inverse of Equ.13. 

Step-7: If the population size of the GA does not end, go to step-3. 

Step-8: Begun the GA search for minimum MSE according to the fitness function. 

Step-9: Print the chromosome (learning rate μ) that gives minimum MSE and print the filter 

weights.   
  

7. Case Study 

 

In this section we will implement an FIR-Low pass filter that has the frequency and 

impulse response shown in Figure-5 & -6 respectively. This will be the unknown system that we 

discussed it previously in section (2) an illustrated in Figure-2.This unknown system may be any 

type of filters or any communication or control system. 

 We will use three methods to identify this system; Adaptive filter method with LMS 

algorithm, ADALINE network, and GA only. Then we will compare the results with our new 

approach (that we called it GALMS algorithm) uses the genetic algorithm in the design process. 

A normally distributed random input will be used as an input signal and the filter output will be 

the desired output.  

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Figure-5: Frequency response for the identified system (FIR- Low pass filter) 
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8. Simulation Results 

The unknown system with the above characteristics will be identified using our algorithms 

in order to find which of these algorithms suitable for getting minimum MSE in a reduced 

number of iterations. Note that the following results are obtained after applying some parameters 

to each algorithm using MATLAB programming language simulated in a computer having a 2.7 

GHz pentum-4 processor.    

 

8-1. Least Mean Squared error (LMS) algorithm 

The learning curves (error versus number of iterations) for three different values of step 

size, μ, (equal to 0.2, 0.5 & 0.8) are shown in figures (-7, -8 & -9) respectively. These curves 

obtained when we apply these parameters in Equ.1 to Equ.8  

 

8-2. Adaptive Linear Neuron Network (ADALINE) 

Figure (10) shows the ADALINE learning curve for 500 iteration based on Equ.(9,10,11 

and 12). 

 

8-3. Genetic Algorithm (GA) only 

The filter weights will be adapted by the use of genetic algorithm with the bellow 

parameters : 

 

Figure-6: Impulse response for the identified system (FIR- Low pass filter) 
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Population size = 20. 

Number of bits in each chromosome = 10 bits.  

Probability of crossover = 0.9. 

Probability of mutation = 0.05. 

Maximum number of generations = 100. 

Figure-11 shows a relation between the maximum and average fitness vs. generations and 

Figure-12 shows the learning curve. Note that these parameters simulated in a MATLAB 

program depending on reference [10].  

 

8-4. GA and LMS (GALMS) Algorithm 

The learning coefficient will be adapted using GA with the following specifications: 

Population size = 40. 

Number of bits in each chromosome = 5 bits.  

Probability of crossover = 0.9. 

Probability of mutation = 0.05. 

Maximum number of generations = 20. 

After applying these parameters the results are cleared in Figure-13 (the relation between 

the maximum and average fitness vs. generations) and Figure-14 (the learning curve). The 

optimal learning coefficient founds in this method equal to two. 

Figure-7: The learning curve for the LMS algorithm (μ = 0.2). 
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Figure-8: The learning curve for the LMS algorithm (μ = 0.5). 

 

Figure-9: The learning curve for the LMS algorithm (μ = 0.8). 
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Figure-10: The learning curve for the ADALINE network. 

 

 

Figure-11: Average & maximum fitness vs. generations during GA operations 
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Figure-12: The learning curve according to GA operations. 

 

 

Figure-13: Average & maximum fitness vs. generations during GALMS operations. 
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Table-1 shows a comparison between our new GALMS algorithm and the known 

algorithms. This comparison depends on the obtained values for the MSE, the elapsed time and 

the filter coefficients between these methods. 

 

Table-1: comparison between the methods result. 

 

Algorithm MSE 
Elapsed 

Time/ Sec 

Weights (Coefficients) 

W1 W2 W3 W4 W5 W6 W7 

1- LMS 7.506e-004 23..1 -0.082 0.143 0.368 0.481 0.368 0.143 -0.083 

2- ADALINE 0.0012 232.1 1.331 -0.693 -0.076 0.190 -0.023 0.113 -0.002 

3- GA 0.0051 7321. 0.076 0.780 0.330 0.444 0.076 0.088 -0.268 

4- GALMS 3.117e-004 9.904 -0.083 0.147 0.377 0.494 0.377 0.147 -0.083 

 

 

 

Figure-14: The learning curve according to GALMS operations. 
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9- Summary and Conclusion 

An adaptive filter is essentially a digital filter with self-adjusting characteristics. It adapts 

automatically its weights to any change in the input signal. Many algorithms are used to adjust 

these weights depending on some parameters, such that error signal, minimized according to some 

criterion.  

The common algorithm that has found wide-spread application is the LMS algorithm. The 

LMS algorithm is the most efficient algorithm because it does not suffer from the numerical 

instability problem inherent with the other algorithms, so the LMS algorithm does not require 

      The new algorithm (GALMS algorithm), discussed in this paper, uses the genetic search 

embedded into the LMS algorithm in order to improve this method by searching for optimal 

learning coefficient. 

 So this will give more accuracy and more convergence results with the identical filter. 

      According to the results presented previously in the figures and the comparison in the above 

table, we conclude that our new approach is the best method that gives minimum MSE and gets 

big concentration with the unknown system and the GALMS algorithm coefficients. 

 The only limitation of this algorithm that it takes a few greater elapsed time than the other 

methods. So our algorithm is suitable in the places that the elapsed time does not affect on the 

whole process else pure LMS algorithm can be used with some limitations. 

 Some of these limitations summarized in finding the suitable learning coefficient and this 

may make the LMS algorithm takes a greater elapsed time than our algorithm.    
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