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Abstract 

This study search in the availability requirement for the fault management server in 

high-availability communication systems. According to this study, one founds that the 

availability of the fault management server does not need to be 99.999% in order to 

guarantee a 99.999% system- availability ,as long as the fail-safe ratio (the probability that 

the failure of the fault management server will not bring down the system) and the fault 

coverage ratio (the probability that the failure in the system can be detected and recovered 

by the fault management server) are sufficiently high. Tradeoffs can be made among the 

availability of the fault management server, the fail-safe ratio and the fault coverage ratio 

to optimize system availability.  

 
 

 

 الخلاصة

ة الأخطاء فً ًظام احصالاث عالً الاحاحيت. ُذٍ الذراست حبحث فً الاحاحيت الوطلوبت للوٌظوهت العاهلت على إدار

اعخوادا على ُذٍ الذراست, وجذ اًَ ليس هي الضزوري أى حصل احاحيت الوٌظوهت العاهلت على إدارة  الأخطاء إلى 

حسعاث(, طالوا كاًج ًسبت السلاهت فً حالت  5% )99,999% لكً ًحصل على احاحيت لٌظام الاحصالاث حساوي 99,999

ى حكوى احخواليت فشل الوٌظوهت لا حؤدي إلى فشل ًظام الاحصالاث بشكل كاهل(,وكذلك ًسبت حغطيت الخطأ) الفشل) وًُ ا

 وًُ احخواليت كشف الخطأ الحاصل فً الٌظام وحغطيخَ هي قبل الوٌظوهت(, احخوالياث عاليت ًوعا ها.

خطأ وًسببت السبلاهت فبً حالبت     ت حغطيت السيخن اجزاء هقارًت بيي احاحيت الوٌظوهت العاهلت على إدارة الأخطاء هع ًسب

    لخحسيي احاحيت ًظام الاحصالاث.  الفشل 
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1. Introduction  

Fault management plays an indispensable role in today’s high-availability 

communication system. Fault management involves techniques for rapidly detecting, isolating 

and recovering system from faults, either automatically by the fault management software or 

manually by operators [1]. According to its function coverage, there are two levels of fault 

management in a communication system, i.e., equipment level and network level. At 

equipment level, fault management resides on the operational equipment, and detects, isolates 

and recovers failures in the equipment, e.g., brings up redundant power supply when the 

primary power supply fails. At the network level, fault management may adopt a server/client 

architecture with the server entity residing on specific equipment and the clients residing on 

the managed functional units. 

The fault management server detects , isolates and recovers failures in the system, e.g., 

redirects traffic to redundant equipment when the primary one fails. Common intuition 

indicates that the server providing network-level fault management should be highly available 

in order to achieve higher system availability, for example, the fault management server 

should provide at least 5- nine (0.99999) availability in order to achieve 5-nine system 

availability. Based on this intuition, it was strongly recommended in [2] that the fault 

management software should run on fault-tolerant computers which can perform logic self-

checking and have all of the main components (e.g., CPU, memory, I/O controller, bus, power 

supply and disk, etc.) physically duplicated. However, according to this study, this is not 

necessarily true. Besides the availability of the fault management server, there are another two 

parameters, i.e., the fault coverage ratio (the probability that the failures in the system can be 

detected and recovered) and fail- safe ratio (the probability that the failure of fault 

management server will not bring down the system), determining the availability of the 

system. 

In order to dissipate this potential misconception, one needs to rephrase the system 

availability question as follows: what minimum level of availability needs to be achieved by 

the support systems (e.g., maintenance servers, network management servers, etc) in order to 

guarantee a 99.999% availability for the operational part of the system (that part in charge of 

delivering the main system functionality)? 

The Markov models for a cluster of computers were constructed and system availability 

was studied as a function of fault coverage ratio and individual computer availability in [3][4]. 

It was found that higher system availability could be achieved over a cluster of computer with 

non- fault-tolerant architecture if higher coverage ratio could be well provided. However, the 

availability of the watchdog (i.e., the server) and its fail-safe characteristics were not 

considered in these two papers. Fail-safe behavior is the ability of a system to fail without 

producing a catastrophic result [5][6]. 
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The concept of fail-safe systems has been well defined and widely used in LSI design 

[5]-[7] and railway applications [8], etc. The research in these areas focused on the conditions 

for achieving safety properties in a system, and its formal expression and proof. In this study, 

a new parameters are introduced, i.e., fail-safe ratio, to quantitatively investigate the impact of 

failsafe design to the system availability.  

After constructing and solving a Markov chain for a communication system with N 

functional units (each functional unit configured as “1+1”) and one fault management server, 

the relationship of the server availability, fault coverage ratio and fail-safe ratio to the system 

availability will be studied. The study determines that the fault management server 

availability does not have to be 5-nine in order to achieve 5-nine operational system 

availability as long as the fail-safe ratio and coverage ratio are sufficiently high.  

Availability along with the coverage ratio and fail-safe ratio are three important 

parameters of the management server, which can be traded off to achieve higher operational 

system availability. Because the fault-tolerant computers are very expensive, this observations 

lead to a more cost-effective design of the fault management server. 

This study is organized as follows: 

In section 2, it briefly introduce the fault management model used in this paper and the 

concepts of fail-safe, fail- safe ratio, and coverage ratio.  

In section 3, we construct a Markov chain model and give a closed-form expression to the 

system availability.  

 

2. Fault Management Model And Some Concepts  

Server redirects traffic to the redundant equipment in case the primary equipment As 

shown in Figure 1, there are N functional units and one fault management server in the 

system. Each functional unit has “1+1” equipment, with one for primary and the other for hot 

standby. Each equipment element has a local (equipment-level) fault management. The fault 

management fails (the fault could not be recovered by the equipment-level fault 

management). 
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Figure 1. A Simple Model Assumed in the Paper 

 

2.1 Fail-safe Ratio 

Fail-safe is the ability of a system to fail but not produce a catastrophic result [5]. The 

concept on fail-safe system has been well defined and widely used in LSI design [5]-[7] and 

railway control [8]. This study revises the definition on fail-safe and extend it to the 

communication system. 

A fault management server: is called fail-safe if the failure of the fault management 

server will not drag down the system[9]. 

In order to quantitatively evaluate the impact of the fail-safe property, must introduce a 

new parameter called fail-safe ratio, pf , which is defined as the probability that a failure of 

the fault management server will not bring the system down. Two extreme cases are pf =0 and 

pf =1[10].  

pf=1 means that the failure of the fault management server will not drag down the 

system, which corresponds to the design that the fault management server is not involved in 

the normal operation of the system and only deals with the fault management functionality. pf 

=0 means that the failure of the fault management server will definitely drag down the system, 

which corresponds to the design that the fault management server is involved in not only the 

fault 

management functionality but also the normal operation of the system, e.g., distributing 

traffic load and load balancing. 
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2.2 Fault Coverage Ratio 

Because of the complexities and uncertainties of the network and its faults, and the 

design fault in the fault management software, a completely automated fault management is a 

very tough objective to reach. We assume the fault coverage ratio, i.e., the probability that the 

fault management server can detect the failure in the functional units and redirect traffic to the 

backup equipment automatically, to be pc., the coverage ratio is assumed to be the same for 

all the functional units. If the fault management server fails to detect and recover the failure in 

the functional units, it takes time Ts(i) for the operator to perceive the failure and manually 

switch the traffic for functional unit i. Improving the quality of fault management software 

and  incorporating artificial intelligence [9][10]are potential solutions to enhance the fault 

coverage ratio. 

3. Markov Model 

To analysis Markov model for the system of this study, assumption below must taken in 

account: 

1. The time to failure, repair and manual recovery are exponentially distributed. 

2. If the failure can be detected and recovered by the fault management server, the recovery 

time is negligible. 

3. All the functional units are configured as “1+1”. 

4. Functional unit i is considered as working if there is one equipment at primary state. 

5. The (operational) system is considered as working if all the functional units are working. 

For functional unit i (with “1+1” equipment), consider the following two major cases: 

  

 The fault management server is working 

In the first case, functional unit i is working if and only if the primary equipment is 

working(no matter the standby one is working or not) and the failure of the fault management 

server does not bring down the primary equipment, with probability (1- Am)pf Ae(i), where :  

 

 

 

 

To evaluate the probability of the functional unit being working at the second case, we 

construct a Markov chain shown in Figure 2. We denote : 
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  

 

is not functional. 

 

over. 

  The Markov chain in Figure 2 is 

obvious except the transition from (1,1) to (1,0) and (0,1), which is explained as 

follows. Starting from state (1,1), the system transits either 

 to (0,1) with rate (1-pc)f(i) if the primary equipment fails and the failure is not 

recovered automatically. 

 f(i)) OR the primary equipment fails 

but the failure is recovered automatically (with rate pcf(i)). 

 

 

 

 

 

 

 

 

 

 

 

 

Solving the Markov chain, we have the functional unit availability under condition that 

the fault management server is working, 

  

Apparently, it is a decreasing function of switchover time Ts(i). 

The functional unit availability is given as[12]. 

 

Figure (2) : Markov Chain For Functional Unit I With The Fault 

Management Server Being On 
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and the system availability is given as [12].  

 

4. Numerical Results and Discussions 

This study gives an example for a system with two functional units: 

Af (1)= Af(2)=0.999429549, (1/ f  (1)= 1/ f  (2)= 1 year, 1/ f  (1)= 1/ f (2)=5 hours) and 

Ts(1) = Ts(2) = 30 minutes. Table (1) gives As versus Am , pf and pc. It studys five cases:  

(pf =0.9, pc=0.9), (pf=0.99, pc=0.9), (pf =0.9, pc=0.99), (pf =0.999, pc=0.999), and (pf=1, pc=1).  

Calculating the availability difference between the first two cases, it can easily confirm 

that as is an increasing functioning of pf, and fs pA    is a decreasing function of Am, as 

shown in table (1). Using the programs of MATLP (version 7),it is easily to programming and 

solve Marko's equations, than find the results in table (1) and (2). In the example given in 

Table 1, suppose it have designed a system with pc =0.99, pf=0.9, Am =0.999, and As 

=0.99989653. . In order to achieve 5-nine system availability, that can be by increasing  pc 

and pf to 0.999, or increase Am to 0.99999. Table 2 lists the system availability with lower 

manual switchover time, i.e., Ts(1) = Ts(2) = 10 minutes. All the other parameters are the 

same as the cases in Table 1. One can see that the system availability is a decreasing function 

of switchover time. One interesting observation is that the second case provides higher 

availability than the third case when Am is between 0.99 and 0.9999. The turning point Am in 

this case is between 0.9999 and 0.99999. Therefore, decreasing the manual switchover time 

may 

Table (1) As Versus Am, Pf And Pc (Ts(1) = Ts(2) = 30 Minutes) 

0.99999 0.9999 0.999 0.99 Am 

0.99998628 0.99997719 0.99988628 0.9989152 As(pf=0.9,pc=0.9) 

0.99998718 0.99998618 0.99997617 0.999876125 AS(pf=0.99,pc=0.9) 

0.99999655 0.99998746 0.99989635 0.998987317 As(pf=0.9,pc=0.99) 

0.99999856 0.99999837 0.99999645 0.999977204 As(pf=0.999,pc=0.999 

0.99999869 0.99999848 0.99999756 0.999987306 As(pf=1,pc=1) 

8.9897E-07 8.9897E-06 8.9897E-05 0.000898973 2
nd

 case-1
st
 case 

1.0267E-05 1.0266E-05 1.0257E-05 1.01647E-05 3
rd

 case-1
st
 case 

9.3683E-06 1.2767E-06 -7.964E-05 -0.00088809 3
rd

 case-2
nd

 case 
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It can also see that when we improve the server availability from 0.99 to 0.999 (or from 

0.999 to 0.9999), fs pA   shrinks 90 percent. This is because that  is 

fs pA  proportional to 1-Am. Calculating the availability difference between the first 

and third case, it can easily confirmthat as is an increasing function of pc, and cs pA   is 

an increasing function of Am.  

 

Table (2) As versus Am, pf and pc (Ts(1) = Ts(2) = 10 minutes) 

0.99999 0.9999 0.999 0.99 Am 

0.99999628 0.99998479 0.99989387 0.998984681 As(pf=0.9,pc=0.9) 

0.99999718 0.99998822 0.99998377 0.999883655 AS(pf=0.99,pc=0.9) 

0.99999735 0.99998845 0.99989729 0.99898807 As(pf=0.9,pc=0.99) 

0.99999869 0.99999837 0.99999652 0.999977279 As(pf=0.999,pc=0.999 

0.99999869 0.99999848 0.99999756 0.999987306 As(pf=1,pc=1) 

8.9897E-07 8.9897E-06 8.9897E-05 0.000898973 2
nd

 case-1
st
 case 

3.4227E-06 3.4226E-06 3.4192E-06 3.3884E-06 3
rd

 case-1
st
 case 

2.5236E-06 -5.567E-06 -8.647E-05 -0.00089558 3
rd

 case-2
nd

 case 

 

However, the change of w cs pA  ith Am  is insignificant. The availability of the 

fault management server is lower than 0.999, and the third case provides higher availability 

when the availability of the fault management server is not less than 0.9999. 

 

 

Figure ( 3) Comparison of Downtime for the First Three Cases                                    

(Ts(1) = Ts(2) = 30 minutes) 
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From figure (3),the aim of this  study is clear, Am(Availability of the fault management 

server), is higher at 0.99 not at 0.99999(5 nine).So one thing should be noted, that improving 

system availability by improving the coverage ratio and fail-safe ratio does not mean the fault 

management server can be built on a very vulnerable platform.  

System availability is an increasing function of the fault coverage ratio and fail-safe 

ratio. However, the improvement on system availability achieved by only increasing the fault 

coverage ratio and fail-safe ratio is limited. The best case is pf =pc. 

 

Conclusion: 

It can conjecture that when the availability of the fault management server is lower, fail 

safe ratio plays a more critical role than the coverage ratio to the system availability. On the 

contrary, when the availability of the fault management server is higher, coverage ratio plays 

a more critical role than the fail-safe ratio to the system availability.  

From table (1), one can see that 5-nine (0.99999645) system availability is achieved 

when pf=0.999, pc=0.999 and Am =0.999, which means that the fault management server is 

not necessarily to be 5-nine (3-nine is sufficient in this example) in order to achieve 5- nine 

system availability if the fail-safe ratio and coverage ratio are high enough.  

Therefore, availability along with the coverage ratio and fail-safe ratio are three 

important parameters of the fault management server, which can be traded off to achieve 

higher system availability. 

The findings are intuitively explainable. The system level availability eventually comes 

from the functional units. The presence of fault management server has both positive and 

negative impacts on the availability of the functional units. The server can help in that it 

increases the chance of recovering a failed unit (modeled as the coverage ratio), which 

otherwise would have to go through a longer manual repair.  

The server presents negative impact as well if its own failure affects the rest of the 

system (the effect captured by fail-safe ratio). This explains why coverage and fail- safe ratios 

are so vital to system availability. At the same time, also keep in mind that the chance that 

both the equipment and the fault management server fail at the same time is very slim. It 

implies that failure on the server shall not present the major downtime for any functional 

units. This seems to explain why the server’s own availability does not appear to be a 

dominant negative factor. 

push the turning point Am higher, which implies that decreasing the manual switchover 

time ma y weaken the impact of the coverage ratio.                  
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