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Abstract 

 

Electronic noses are intelligent systems having the ability to identify and quantify 

different gases. They are capable to handle large data sets and to perform quite complex signal 

processing by employing commercial sensors. In this paper we examine four different gases 

(ethanol, methanol, acetone and benzene). The data are acquired and processed by a prototype 

multi-sensor monitoring system (electronic nose) which has been designed at University of 

Calabria. It includes five gas sensors plus two auxiliary sensors, for temperature and humidity, 

respectively. The system is equipped by an appropriate interface to a PC for visualizing and 

analyzing the data.  

We introduce an analytical power law model of sensor response. Least square 

regression is performed to estimate model parameters. The model is then used for both gas 

classification and concentration estimate.  The results of the numerical experiments on 172 

gas samples are reported. 

 

1. Introduction 

 

In recent years, there has been a lot of interest in investigating the possibility of using 

machine learning techniques in the framework of volatile organic compounds (VOCs) 
[1]

. The 

aim is to classify the different types of gases and also, to estimate their concentrations. The 

subject is relevant from practical point of view as the possible toxic nature of VOCs at high 
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concentration levels may provoke serious dangers and it is at the basis of several allergic 

pathologies, skin and lung diseases 
[2]

. 

An Electronic Nose (E-nose) is a system consisting of an array of sensors which are 

specifically designed to respond to the surrounding odorants; they use chemical polymer or metal 

oxide semiconductor (see e.g. 
[3, 4, 5]

). The output of an E-nose is converted to an electronic signal 

which in turn is conveyed to a computer for applying various classification approaches. 

Chemoresistive SnO2 gas sensors are very sensitive but not selective 
[6]

; their cost is low 

and they operate on the principle that their resistance changes in the presence of oxidizing or gas 

reducing processes. 

In many practical situations is not known in advance the type of gas the sensor may be 

exposed to. Consequently a relevant problem is not only to estimate gas concentration, but also to 

identify the gas type from a possible set. Such task cannot be performed by just a single sensor 
[13]

. In fact cannot be associated the sensor response, in terms of resistance variation, to a specific 

gas type. 

To detect both gas type and concentration we use more than one gas sensor, because a 

single gas sensor would give the same response (resistance value or, equivalently, voltage) to 

different concentrations of different gases. On the contrary, appropriate combination of the 

response curves of several sensors can provide the requested answers. 

In fact, E-nose techniques are developed in order to classify the target gases. This can be 

considered as a pattern classification problem 
[5][7]

. The classification is usually performed in two 

stages: training and validation. Another specific requirement for E-nose is the gas concentration. 

For example, in the international shuttle space (ISS), the spacecraft maximum allowable 

concentration (SMAC) is defined as a guideline; the air quality is continuously monitored to 

comply with the SMAC, so that the astronauts can live in a healthy and safe environment 
[8]

. 

In this work we consider a supervised learning technique to solve the classification problem 

which benefits from the introduction of an explicit model of the distribution of the data.   

This paper is organized as follows. In Section 2 we present an overview of our electronic 

nose system, while in section 3 we introduce the mathematical model. In section 4 description of 

the experimental data is provided, while the experimental results of our implementation are 

shown in section 5. Some concluding remarks are in section 6. 

  

2. Electronic Nose 

 

An electronic nose combines an array of gas sensors, whose response constitutes an odor 

pattern, and a machine learning system having the ability to discriminate among different odorant 

types as shown in Fig. 1. Our electronic nose system contains an array of five tin oxide based 
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Taguchi gas sensors, from Figaro Engineering, plus a temperature sensor and a humidity sensor 
[10]

.  

 

 

Fig. 1. General Scheme of Electronic Nose System. 

 

The sensing element for each gas sensor is a tin dioxide (SnO2) semiconductor. In particular 

three of them are of the TGS–822 type, each one being supplied with a specific heater voltage 

(5.0 V, 4.8 V, and 4.6 V, respectively), one of the TGS–813 type, and the last one is of the TGS–

2600 type. The two auxiliary sensors are the temperature sensor (LM35 from National 

Semiconductor Corporation), and the humidity sensor (HIH-3610 from Honeywell) 
[10]

. Their 

presence is motivated by the strong effect that both humidity and temperature changes have on 

the behavior of most gas sensors. The gas sensors and the auxiliary sensors are put inside a box 

with effective volume of 3000cc. Inside the box we put also a fan to let the solvent drops 

evaporate easily. 

All sensors are connected with a multifunction board (NI DAQPad-6015), which is used in 

our system as an interfacing between the BOX and the PC. NI-DAQmx provides an interface to 

our LabWindows/CVI that we used inside the PC. 

LabWindows package is a programming tool running on a PC Pentium 4 type. The 

integrated LabWindows/CVI environment features code generation tools and prototyping utilities 

for fast and easy C code development. It offers a unique, interactive ANSI C approach that 

delivers access to the full power of C Language. Because LabWindows/CVI is a programming 

environment for developing measurement applications, it includes a large set of run-time libraries 

for instrument control, data acquisition, and analysis. 

A machine learning system is divided into two parts (modes), training mode and testing 

mode; in training mode the system finds the optimal parameters for both classification and 
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concentration estimate. In testing mode the system uses parameters calculated during the training 

mode to analyze a gas sample of unknown type and concentration. The system scheme is 

represented in Fig. 2. 

 

 

Fig. 2. Scheme of the machine learning system. 

 

3. The classification model 

 

Now we formalize our approach. For a certain gas index i (i = 1, 2, …, nG), where nG 

represents the number of gases under investigation, the concentration (ci), as a function of the 

measures obtained by several sensors,  is described as a curve in a nS dimension space (nS 

represents the number of sensors). The parametric equations are: 

 

vj = X
i
j(ci),         j= 1, 2, …, nS      ………(1) 

 

where vj is the response of sensor j,  X
i
j is the response function  to the gas i of  sensor j. If we 

assume that a given number of samples Ni , i=1,…, nG, of gas i. is available , we write: 

 

zjk = X
i
j(cik) + wik ,      k = 1, 2, …, Ni,    j = 1, 2, …, nS   ………(2) 
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where zjk represents the response of sensor j for the k th sample of gas i, wik represents the 

measurement error, It is  then possible to build a data fitting strategy using the least squares 

approach and a parametric  model of the functions: 
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where  represents the equations parameters. From qualitative evaluation of the response curves, 

it appears reasonable to adopt the same model for all gases and sensors. Once the parameters 

have been estimated on the basis of sampling data, the parametric curve equations, for each gas i, 

are: 
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Observe that two of such curves in the space R
n

s  may intersect, only if there exists a pair of 

gases i and l, and two concentration values ci and cl such that: 

 

S

l

jl

i

ji njcXcX ,...,2,1          ),ˆ,()ˆ,(     ………(5) 

 

The construction of the curves represents the phase where our classifier is being built. It can 

be used, as a classification tool, as follows. 

Suppose that a newly generated set of measures z = [z1, z2,…, zns]
T
 carried out on an 

unknown gas, at unknown concentration is available. The most natural way to obtain a 

classification of the new sample is to identify the gas type with associated the minimum distance 

between the sample and the curve, that is by detecting the one which provides the minimum 

distance:  

 

2
min),( xzxzdist

ixx
i 


    ……… (6) 

 

Summing up, the classification-evaluation problem is divided into two steps: 

1. Construction of the model (for different gases). 

2. Solution of minimum distance optimization problem. 
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4. Implementation 

 

By considering the data, we can find typical curves representing the response of one gas 

sensor j with respect to one gas type i at different concentrations). A typical behavior is given in 

Fig.3. It represents the response, in terms of output voltage (expressed in Volts) of sensor TGS-

822 for Acetone gas type at the concentrations given in abscissa, which are measured in parts-

per-million (ppm). 

Instead of using the voltage as the output variable of the gas sensors, we suggest to use 

directly the resistance response. Such value can be obtained through the transformation: 

 

RS = ((Vc / Vo) - 1) *RL       ………..(7) 

 

where RS is the sensor resistance response, Vc is the source voltage (Vc=5.0V, in our 

experiments), Vo is the output voltage (sensor voltage response), and RL is the load resistance. If 

we plot the experimental curve between gas concentration in parts-per-million (ppm) and the 

sensor resistance response (in Ohm) we will obtain the following curve (as shown in Fig. 4). 

The qualitative behavior exhibited by the empirical results, suggests to adopt a curve fitting 

model of the power-law type for each sensor j and for each gas i, that is:  

 

i
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where we have made explicit the meaning of the parameters θ. 

Calculation of the model parameters has been performed by using the MATLAB toolbox 

function ezyfit. 
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Fig. 3 . Sensor Response of Acetone Gas.  

 

Once the ( 2 * nG * nS ) parameters for A and β have been obtained, we have implemented the 

detection phase. For any gas sample Sn
Rz , where z is the collection of the measures obtained 

from the different sensors exposed at any gas at any concentration, we have classified the gas 

(that is guessed the gas index i) and estimated the concentration cGAS by the following formulae: 
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and the concentration as 
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5. Results 

 

We applied the method of leave–one-out cross-validation on our data set which contains 4 

different types of gases which are Acetone, Ethanol, Methanol, and Benzene for different range 

of concentrations (172 gas samples), each time we considered one sample as test sample and the 
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remaining samples as training set. For median-sized problems, cross validation might be the most 

reliable way for parameter selection. First, the training data is partitioned into several folds. 

Sequentially a fold is considered as the validation set and the rest are for training. The average of 

accuracy on predicting the validation sets is the cross validation accuracy 
[9]

. In particular the 

leave-one-out cross validation scheme consists of defining folds which are singletons, i.e. each of 

them is constituted by just one sample. By applying 172 cross validations on our data set we got 

98.8372% as correct gas classification rate.  

 

 

 

Fig. 4. Sensor Response (in Ohm) the real values and estimated curve. 

 

As for concentration estimate, we used the correlation coefficient as a measure of the 

concentration estimation quality 
[12]

. 
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where C.C is the correlation coefficient, X are the actual values, ^X are the predicted values, and 

n is the number of data points. 

Note that such coefficient assumes a value close to zero when the estimation rate is poor, 

whereas it is equal to one if we have a perfect fit. The values we got are: for Acetone we got the 

correlation coefficient equal to 0.9969, for Ethanol 0.9749, for Methanol 0.9982, and for Benzene 

0.9867. 

Our results demonstrate that the system has a good ability to identify the gas type as well as 

to quantify its concentration. 
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