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Abstract: 

 

Video target tracking is a complex and time consuming process because of huge data that is 

contained in video stream. In this paper, a real-time software is developed to track any 

motion in a video zone for surveillance/security applications. First, an interested object is 

detected, isolated (segmented), and localized among different objects of video frames. 

Secondly, three tracking procedures are applied to find the efficient one that satisfies the 

real-time requirements for tracking the target with minimum response time. The tracking 

model consists of two main parts, the web camera which represents the video acquisition 

device that monitors any motion in a dedicated zone. The second part is the software that 

controls and processes the video stream; it captures the frames and tracks the new target 

center coordinates. The center values that will be found by tracking algorithms are very 

essential for other video/image applications like radar system in military applications, road 

traffic control applications, or kidney stone ultrasound in the medical applications. The 

experimental results found that the response time and targeting accuracy of the three 

methods are very close, the maximum difference in a response time was 0.0421 sec for 

threshold ϴ  = 0.039. 

 

خلاصةال  

 

قنية تتبع هدف فيديوي من العمليات المعقده وتستغرق وقت  سستبا اليميتات اللا لت  متن البيالتات المويتوله فت  ال  مت  ت

الفيديوي . ف  هذا الب ث, تم تطوير سرلامج زمن حقيقت  لتتبتع ومراقبتة مستا  اي هتدف مت ترا متمن المنطقت  الم تدله. 

موقعت  زتن سقيتة الايستال والالفيتات المويتوله فت  للستلة ال تو  أولا": يتم كشف اللدف ثم تمييت ه عز لت    و ت ديتد 

الفيديوي . ثاليا":  تم أزتمال ثلاثة خوا زميات لتتبع اللدف وايجال مرك ه والغرض هو اختيا  أكفت  واحتده ت تاك  الت من 

لطلتا ال  متت   ال قيقت  فت  تتبتتع اللتدف ساقتا زمتتن التتجاس . يتيتوب لمتتوف  تتبتع اللتدف متتن يت  ين الالتيين, اليتتاميرا

الفيديوي  ومجموزة البرامج والسواقات الت  تقول ستعريف المدخلات والماريات والستيطره زلتت تنفيتذ ولتير العمليتات.  

ييمن التادال هذا النموف  ف  تطبيقات الرالا  والظمة المرو  والتطبيقات الطبيت  ملتا  ح تت اليلتت. النتتا ج الماتبريت  

  4.4.0ثالي  لقيمة زتب  تساوي  4.40.0اب أزظم زمن اختلاف كاب  .يات الللاثاظلرت تقا ب لتا ج الاوا زم
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1. Introduction 

 

Humans are very interested with visual skills; they can identify a face in an instant and 

process a large amount of visual information very quickly.  Image processing can deal with 

changing scenes, for example, an image is a single picture which represents something. It may 

be a picture of a person, people or animals, an outdoor scene, or a microphotograph of an 

electronic component, or the result of medical imaging [1-3]. Digital image processing may 

includes the processes of acquiring an image of the area containing interested object, pre-

processing that image, extracting (segmenting) the desired object, and recognizing this object.  

Generally, image means a still picture that does not change with time, whereas a video 

evolves with time and generally contains moving and/or changing objects. The amazing 

diversity of image processing/analysis applications is explained in Fig. 1 [4][5]. Digital image 

are usually obtained from video stream using sampling and quantization techniques, which 

means that once the image/video signal is sensed, it must be converted into a computer-

readable, digital format (A/D conversion), although “direct digital” systems are becoming 

more prevalent. Likewise, digital images are viewed using diverse display media, included 

digital printers, computer monitors, and digital projection devices, see Fig. 2. In this paper, 

the general architecture of the system proposal is described in section 3. The video acquisition 

device is explained in section 4. Sections 5 and 6 present three tracking procedures with 

different examples. Experimental results are compared and tabulated in section 7. The last 

section, 8 is the paper conclusion.  

 

 
 

Fig. 1. Video/Image processing applications 



Journal of Engineering and Development, Vol. 16, No.4, Dec. 2012  ISSN 1813- 7822 
 

197 
 

 

 
                                                             Dimension 3 

 

 

 
                             Dimension 1 

 

 

 
 

                                                                           Dimension 2  

 

 

Fig.2 Image/video dimensionality  
 

 

2. Frame-based Processing 

  

Frame-based processing is used to accelerate both real-time systems and simulations where 

frame-based data is a common format in real-time systems. Data acquisition hardware often 

operates by accumulating a large number of signal samples at a high rate, and propagating 

these samples to the real-time system as a block of data. The frame-based throughput rate is 

therefore many times higher than the sample-based alternative; the efficiency of the system 

will be maximized by distributing the fixed process overhead across many samples. The "fast" 

frame acquisition is suspended by "slow" interrupt service routine (ISR) processes after each 

frame is acquired, rather than after each individual sample. It's important to note that frame-

based processing introduces a certain amount of latency into a process due to the inherent lag 

in buffering the initial frame. In many instances, however, it is possible to select frame sizes 

that improve throughput without creating unacceptable latencies [4].  

  

3. The Proposed Model 

 

The target movement in a video stream requires a tracking algorithm to analyse the sequential 

video frames and output the target motion. Most of these algorithms use tracking system 

components like: target detection, target isolation, filtering, and data association. Some of 

those algorithms are:  

 Blob tracking: segments the object interior 

 Kernel-based tracking, also called mean-shift tracking, It represents an effective localization 

procedure by maximizing the object similarity measurment.  

 Contour tracking: detects the object boundary  

Video 

stream 

(sequence 

of frames) 
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Locating and tracking the target object successfully is dependent on the algorithm. For 

example, using blob tracking is useful for identifying human movement because a person's 

profile changes dynamically. The general block diagram of our tracking system is described 

in Fig. 3 [8][9]. Mainly it consists of two components: the software which is responsible for: 

 Video stream acquiring 

 Object detection and segmentation 

 Center(s) computation  

 Tracking control  

The second component is a video acquisition device which is responsible for zone monitoring.  

  

   

                    

 

Fig.3 Tracking system model 

 

 

4. Video Stream Acquiring  

 

A Web camera has been selected to monitor the secure zone experimentally. The input video 

stream covers any motion in a distance of 30 meter long and  forward zone angel, see 

Fig. 4. The surveillance zone can be wider and longer if a special video input device is used 

rather than a Web camera. However object detection and tracking depends on quality of the 

input video stream and hence the video input device type, so the proposed model is designed 

to track any interested object even for radar or satellite applications that represents so far 

distance [10-12]. 

 

 

   

 

 

                                 30 m 

                                            

 

 

Fig.4 Surveillance zone description 
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Object detection 
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Target trajectory 
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Target tracking 
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5. Tracking Procedure  

 

Video frame sequences are continuously captured and processed to detect any new object or 

tracking a target in the surveillance zone. Tracking procedure includes: 

(1) Motion  and edge detection  

(2) Target trajectory computations, 

(3) Response time calculation 

Image enhancement operations like; noise removal, smoothing, and thresholding will precede 

the segmentation. The trajectory algorithms are continued track the target by finding its (x,y) 

center. The binary threshold value is adaptable, that means it depends on the brightness of the 

frame. It takes high values, close to 1 for high light environment and small values close to 0 

for darkness one. 

     

6. Trajectory Algorithms 

 

Three different procedures have been applied to compute the target center and hence its 

trajectory. Next sections will demonstrate these algorithms in detail. 

 

6.1 Four Crossing Method 

 

The next step after the object has been detected and isolated, is to find its center values as it 

became a target. A Plumb Line Centroid method is modified to fit the algorithm demands. 

The centroid of any 2D shape is the intersection of all straight lines that divide this shape into 

two parts of equal moment about the line. The centroid of a 2D object may be determined, 

experimentally, by using a plumb line to find the center of mass of a thin object. The position 

of the plumb line is traced on the body. The experiment is repeated at different points of the 

object. The intersection of the two lines is the centroid of the shape. For example the four 

straight lines those intersect the target shown in Fig.5 having two intersection points. The first 

(  ) is (4, 7) and it is resulted from the two intersection lines,  X . The second (  

) is (7, 5) and it is resulted from the two intersection lines,  X . Where ,   

and  are started from the first edge pixels of the top, right, bottom, and left respectively. 

So the target center will approximately be 

 

Target center =  +              (1) 
 

  (1.5, 1) + (4, 5)  (5,6)   or  

http://en.wikipedia.org/wiki/Plumbline
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 [( 4,7 ) + ( 7,5 )] / 2    (5,6)  

 

Fig.6 clearly explained the target center and its edges. This method gives good results for 

different target shapes; however for some shapes like a crescent, it is better to use different 

methods as discussed in the next section. 

 

 

       

       

       

     

  

 

Fig. 5 Target center using four lines intersection 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Fig 6 Taget center at pixel (5,6) 
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   6.2 Clusters Mean Center 

 

The MATLAB centroid function is modified to find the mean center of target clusters. For 

this method, the object may be processed as group of clusters, so the mean center of the two 

vectors  and  will represent the mean center of the target as illustrated in Fig.7 

 

Target center = Mean (  , )    (2) 

 

Mean (  ) =  / 6 = (3+4+5+5+6+7) / 6 = 5 

Mean (   /6 = (5+5+6+7+7+8) / 6 = 6 

Target center = (5,6) 

 

 

 

 

 

 

 

 

 

Fig. 7 Mean center of target using Clusters Mean Center 

 

6.3 Longest Vector Center 

 

A new procedure named Longest Vector Center is adopted and developed to find a valid and 

guaranteed target center. With this procedure, the longest two target vectors are computed 

amongst target rows and columns. The center of the longest row and column will be selected 

as a center to track the target. This method is more efficient for irregular shapes where the 

first method may produce invalid center value. Example of this shape is the crescent as 

explained in Fig. 8. The center values found by the first method will be (4, 7) and it lies out of 

the target boundary depending on the following calculation:   

 

abs [(2,9) – (7,4)]/2 + (2,5)  

= (2, 2) + (2,5)  

 = (4,7)  
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With this method, the column vector  contains the pixel pairs [(3,4),(4,4), (5,4), (6,4), 

(7,4)] and the row vector  contains the pixel pairs [(2,5), (2,6), (2,7), (2,8),(2,9)] and they 

are representing the longest row and column vector respectively of the target shown in Fig. 8. 

So the two center values will be: 

 

Target center =     (3) 
 

Target center-1(max row)        = [(7,4) – (3,4)] / 2 + (3,4) = (5,4) 

Target center-2 (max column) = [ (2,9) – (2,5)] / 2 + (2,5) = (2,7) 

 

The two values are valid and lay on the target body as explained in Fig. 8.  

 

 

 

 

 

                   

            

            

             

 

Fig. 8 Crescent shape center using longest vector method    

 

 

7. Three Methods Results and Comparison 

  

The three methods have been applied and run on 1000 frames of video stream with 30 frames 

per trigger. The test is done under same conditions of illumination, distance and target 

appearance to find the best method that satisfies real-time requirements regarding minimum 

response time and targeting accuracy. The software implementation results are tabulated in 

table 1. Fig.(9, 10, and 11) are examples of implementation for three different threshold 

values(θ1=0.029, θ2=0.039, and θ3=0.049). They contain a binary target image, process time 

vs. frame pair, and target trajectory. The execution times for the three methods are too close 

(34.xxx sec.) and the minimum one is (34.0339 sec., θ1=0.029) for four crossing method, 

while the longest one is (34.0787 sec., θ1=0.029) for longest vector center method. From table 
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1 results, it’s clear that for every column (threshold) the four crossing method has always a 

minimum run time, while the longest vector method takes longest run time. 

 

Table 1. Three methods experimental results 

 

Method  Run time (sec) for 1000 frames Target center (x,y) 

 

ϴ1=0.029 ϴ2=0.039 ϴ3=0.049 ϴ1=0.029 ϴ2=0.039 ϴ3=0.049 

Four crossing  34.0339 34.0366 34.0366 (99,74) (65,54) (104,49) 

Clusters mean center 34.0352 34.0443 34.052 (99,68) (61,52) (88,60) 

Longest vector center 34.0445 34.0787 34.0776 (100,60) (100,60) (60,30) 

 

 

 

 

Fig. 9 Target image, target trajectory, and process time vs. frame pair for four 

crossing Method 

 
 

 

Fig. 10 Target image, target trajectory, process time vs. frame pair for clusters 

mean  center method 

 

Target center 

Target center 
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Fig. 11 Target image, target trajectory, process time vs. frame pair for longest 

vector Method 

 

 

8. Conclusion 

 

Three tracking methods have been implemented and compared for video stream of a built in 

Web camera. For 1000 sequential video frames and three different threshold values, the Four 

Crossing method has had the shortest response time, while the Longest Vector method takes 

longer time. An irregular target center (x,y) like a thin crescent shape could be granted with 

Longest Vector Method. From table 1, the tracking time goes longer as threshold becomes 

higher for all methods. These tracking methods are developed to simulate the real-time 

tracking procedures regarding response time and targeting accuracy. They can be used for 

many applications ranging from radar systems to video surveillance/security applications.  
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