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Abstract: E-Learning has become an essential teaching 
approach during COVID-19 pandemic. All over the world, 
various internet-based learning management systems 
(Google classroom, Moodle, etc.) were adopted to convey 
knowledge and enhance learning outcomes. However, 
measuring learning outcomes and knowledge acquisition 
in E-Learning environment is a controversial issue. To this 
end, this paper aims to predict learning outcomes using 
data mining techniques.  Student data are collected and 
analyzed to construct the prediction model. The collected 
data covered students from various undergraduate 
studies. Cross-Industry Standard Process for Data Mining 
is used as a research model. The obtained result shows the 
significant of some attributes in predicting learning 
outcomes. Four correlation-based attributes selection 
schemas are applied. The selected attributes are 
examined using four data mining algorithms: random 
forest, k-nearest neighbors, Decision Tree and neural 
network. The overall performance of the constructed 
mining models is evaluated using various performance 
measures: Accuracy, Precision, Recall and F1-score are 
calculated. Overall, an 86% accuracy is secured.  

Keywords: Data Mining; e-learning; prediction; user 

behavior 

1. Introduction 

Covid-19 pandemic affected societies over the 

world in all life aspects. Higher Education sector 

has been significantly affected by the pandemic 

[1,2]. For instance, face-to-face learning 

approach became banned and restricted in many 

countries. Hence, E-Learning played an 

important role to overcome the rising challenges 

[3]. 

 E-Learning has been increased by 53% during 

the pandemic [4]. It is the process of acquiring 

knowledge using ICT (Information and 

Communication Technology) infrastructures. 

ICT aids to make the learning content  accessible 

via network such as Internet, Intranet, Extranet, 

V-sat and others [5].  

E-learning has numerous advantages. It supports 

remote communications between teachers and 

students, both synchronous and asynchronous 

communications can be implemented. Blending 

learning is also achievable. Cost, administrative 

tasks, time and geographical constraints can all 

be reduced using E-Learning concept [4, 6]  . 

Despite its significant advantages, E-learning 

still has some serious challenges in developing 

countries. Poor ICT infrastructures, Experience 

in using ICT, E-readiness to adopt E-Learning 

pedagogical method, maintain a consistent 

communication with students, practical and 
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clinical trainings and students’ assessment are 

examples of E-Learning challenges [6, 7]. In fact, 

measuring learning outcomes and knowledge 

acquisitions is a fundamental challenge in E-

Learning environment, [8] stated that measuring 

learning outcomes is one of the online 

assessment challenges . 

Avcı et al. [9]  illustrated the content of the 

engagement of students by three factors; 

emotional, behavioral and cognitive engagement. 

The involvement in activities, participating and 

observed behavior are related to behavioral 

engagement. That engagement and participating 

which are represented the student behavior will 

affect the online learning outcomes. 

Recent research Kumar & Chong[10], Xiao et al 

[11] suggested that Data Mining (DM) 

techniques are an effective approach in analyzing 

educational data and predicting learning 

outcomes. Hence, this paper applied various DM 

algorithms to predict the performance of students 

in Iraqi undergraduate educational institutes 

during COVID 19 pandemic.  

Orange machine learning and data mining suite 

Demšar et al.[12] is used to execute RF, KNN, 

DT and NN mining algorithms. The obtained 

accuracy, 86%, indicates a promising finding. 

The main contribution of this paper is to find the 

correlated parameters to help academic 

institutions to enhance students’ outcomes.  

2. Related Work  

A large and growing body of literature has 

investigated the role of data mining in predicting 

learning outcomes in higher education. In this 

section the most relevant works is studied. For 

instance, D. F. Murad et al. [13] used the 

predicted result to provide recommendations to 

students by using User-Item Collaborative 

Filtering System which can enhance the learning 

out comes. 

In slightly different approach, the authors of Mai 

et al. [14], Zeineddine et al. [15] predicted the 

learning outcomes using two different data 

mining techniques. However, the obtained 

accuracy, 79% and 75.9%, are moderate.  

Similarly, S. Chayanukro et al. [16] analyzed 

Moodle logs data.  The collected data are 

investigated using six data mining algorithms. 

Yet, the obtained accuracy is less than 50%.  

Blending learning has been studied as well, Y. 

Luo et al. [17] utilized the LMS data and the 

administrative system to predict learning 

outcome. Likewise, the authors of [18] executed 

random forests algorithm to anticipate whether 

students will obtain a bachelor’s degree. 

Eventually, a 78.84% accuracy was obtained.  

P. Dabhade et al. [19] argued that educational 

data mining technique can be used to enhance 

academic education. Accordingly, they 

developed a data mining model to monitor 

students’ performance. Their ultimate aim is to 

identify students who do not meet the 

expectations so a special care can be offered to 

improve students’ performance. Multiple linear 

regression and support vector regression 

algorithms are executed. The obtained results 

show that there is a sold relation between 

student’s behavior and academic performance. 

The linear support vector regression algorithm 

secured the best accuracy of 83.44%. 

Alternatively, predicting students’ performance 

before the start of the course have been 

investigated by A. Khan et al. [20]. The previous 

backlog, estimated teaching quality, ease of 

scoring, student quality and domain knowledge 

are utilized to construct the classification model. 

The model is called random wheel. The proposed 

model achieved an overall accuracy of 66%. 

Furthermore, the authors of Hussain et al.[21] 

implemented various Machine Learning (ML) 
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classification and grouping techniques. Moodle 

data are used to detect low performing students 

prior to the tests. The experimental result showed 

that Fuzzy Unordered Rule Induction Algorithm 

(FURIA) ranking technique achieved the highest 

accuracy. Various student’s categories predicted 

as well.   

All in all, a lot of effort spent in predicting 

student’s learning outcomes. So, educational 

institutes can take the required actions to enhance 

the learning quality. The reviewed literature 

showed that, P. Dabhade et al. [19] achieve the 

best accuracy of 83.44% 

3.  Methodology 

CRISP-DM methodology is followed, which 

enhance the performance of the projects of DM 

by making them manageable, repeatable, less 

expensive and faster [22]. CRISP-DM divided to 

six phases, Business Understanding, Data 

Understanding, Data Preparation, Modeling, 

Evaluation and Deployment. Orange DM tool 

also used to implement this study, which 

facilitate the deployment and evaluation of 

machine learning algorithms by using a 

multitude of operators to prepare the datasets and 

import them Thange et al.[23], as shows in Figure 

1 [24]. 

 

Figure 1. CRISP-DM Process Diagram   

3.1. Business Understanding 

This fundamental phase concentrating on 

satisfying the project objectives and 

requirements from business point of view, and 

the squired knowledge transformed into a well-

defined of Data Mining problem by preparing an 

initial plan of the project to reach the outlined of 

the objectives [25] . 

Thus, the main goal of the conducted study is to 

predict whether students have pass or fail the 

final exam, where the target attribute "result" can 

be "0" or "1", where “0” means failed in the final 

exam and “1” means pass the final exam. This 

prediction fits in the scope of binary 

classification problems and will help to 

understand which attribute could effect on the 

result of students in the final exam. If this 

association is verified, at the end of this study, 

Measures can be taken by educational authorities 

in order for e-learning to achieve its goals . 

3.2. Data Understanding   

Exploring data is important at Data 

understanding stage, therefore it allows to 

specify potential problems in its quality [26], 

[27]. The conducted survey in 2021 resulting the 

dataset that used in this paper. It contains 2022 

instances and 14 attributes, as shown in Table 1. 

Demographic characteristics covered such as 

gender  . 

The dataset utilized in this study came from a 

research survey conducted in 2021. 14 attributes 

and  2022 instances represent the dataset, Table 1 

presents dataset attributes. The attributes cover 

demographic characteristics, gender, 

undergraduate system (Institute or College), 

stage, student's location, device type that used by 

students, Internet connection type, learning 

management system, use of synchronous 

learning, use of asynchronous learning, use of 

non-electronic resources, student confidence in 
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e-learning outcomes, The student's conviction in 

blended education, student contentment with e-

learning, result of the final exam. Figure 2. 

Presents distribution of data. Google Form used 

to collect the data; all fields are mandatory so 

there is no missing data.  

 

 

Figure 2 describe the frequency of responses for 

each attribute. 

3.3. Data Preparation 

This stage covers all of the raw data processes to 

build the final dataset. Inclusion and exclusion of 

data selection tasks included, adding new 

attribute possibility or amending an existing one, 

as well as data cleaning [14]. 

Machine Learning algorithms cannot be used 

directly on any textual data as they can only 

process numerical data in the form of an array.  

In this study, all data was in text type. Therefore, 

the data has been converted into numeric format 

to be easily handled [28] . 

 

All input attribute text values were transformed 

to nominal values. Each text value is simply 

utilized as the new attribute's nominal value. If 

the text attribute's value is absent, the 

replacement value will be as well. The dataset 

does not contain missing value. The 

Transformation process is carried out according 

to the rules for each attribute. Table 2 shows the 

transformation rules for each attribute . 

If the dataset has similar number of records in 

both classes, equivalent importance will be given 

to both classes. The label attribute (result) was 

imbalanced, as it can be seen in Figure 2. 

Therefore, it was essential to utilize an 

oversampling method. Oversampling is 

technique used in data mining and data analytics 

to adjust uneven data classes to create balanced 

data sets. Gonçalves et al.[29] stated that over 

sampling strategies may be used to reproduce 

these outcomes for a more equal proportion of 

positive results in training . Oversampling is 

recommended because the amount of dataset 

collected is a few. Equal distribution may be 

accomplished by recreating the cases of the 

minority class using the Python Script widget. 

 

Table 1. Attributes 

Attributes Type of data 

Gender Text 

Institute or college Text 

Stage Text 

Student's location Text 

Device type Text 

Internet connection type Text 

Learning management system Text 

Use of synchronous learning Text 

Use of asynchronous learning Text 

Use of non-electronic resources Text 

Student confidence in e-learning 

outcomes 
Text 

Student's conviction in blended 

education 
Text 

Student contentment with e-

learning 
Text 

Result Text 
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Figure 2. Data Distribution and Representation 
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Table 2. Transformation Rules 

Attributes Transformation rules 

Attributes 

type after 

Transfor

mation 

Gender Male =1, Female =2 Nominal 

Institute / college Institute =1,College=2 Nominal 

Stage 
First=1, Second=2, 

Third=3, Forth=4 
Nominal 

Student's location 

Governorate Center=1, 

Town=2, 

Countryside=3,Village=4 

Nominal 

Device type 

Mobile=1,Tablet=2,Lapto

p computer=3, More than 

one device=4 

Nominal 

Internet connection 

type 

3G=1,Wi-Fi=2,4G=3, 

Fiber Optic Cable=4 
Nominal 

Learning management 

system 

Google Classroom=1, 

Moodle=2, Other=3 
Nominal 

Use of synchronous 

learning 

Yes=1,No=2, 

Sometimes=3 
Nominal 

Use of asynchronous 

learning 

Yes=1, No=2 

Sometimes=3 
Nominal 

Use of non-electronic 

resources 
Yes=1, No=2 Nominal 

Student confidence in 

e-learning outcomes 
Yes=1, No=2 Nominal 

Student's conviction 

in blended education 

Yes=1, No=2, 

Probably=3 
Nominal 

Student contentment 

with e-learning 

Yes=1, No=2, 

To some extent=3 
Nominal 

Result Pass=1 , Fail=2 Label 

 

 

3.4. Modeling 

In this phase, to build different DM models, the 

machine learning algorithms will be used. Binary 

classification is applied to a practical situation. 

The comparison operator ROC (Receiver 

Operating Characteristic) was used to determine 

the most appropriate classifiers for the problem 

at hand. The ROC operator allows initial filtering 

of the available algorithms. A ROC curve plots 

two parameters, True Positives Rate and False 

Positives Rate, at different categorization 

thresholds [30]. 

 

esultR ComparisonROC  .3Figure  

As illustrated in figure 3, ROCs attained the 

following best algorithms: Random Forest (RF), 

K-Nearest Neighbor (KNN) and Decision Tree 

(DT). Neural Network (NN). For each of these 

DM techniques, two sampling methods were 

tested: Split Validation with 70% of the data for 

training and 30% for testing and Cross Validation 

with 10 folds. 

The weights of the attributes were assessed with 

the operator Weight by Correlation, It denotes 

the weight of each characteristic's link with the 

label attribute. In order to determine which 

qualities were more connected to the label 

attribute prediction, four schemas were created 

based on these findings. The first schema (SC1) 

comprises all the attributes before preprocessing 

while the second schema (SC2) includes all the 

attributes after preprocessing and the discretize 

continues variables filter was applied . 

On the other hand, in the third scheme (SC3) only 

the device type, learning management system 

and institute or college attributes have been 

removed, since it had a very high correlation 

weight for the rating attribute Chayanukro et 

al.[16], it would have a greater impact on the 

label’s predictions, which could be misleading or 

disguise the other features . Included attributes in 

SC3 are: gender, stage, student's location, 

internet connection type, use of synchronous  
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learning, use of asynchronous learning, use of 

non-electronic resources, student  confidence in  

 e-learning outcomes, student's conviction in 

blended education, student contentment with e-

learning . In the fourth schema (SC4), the device 

type, learning management system and institute 

or college attributes have been removed, 

discretize continues variables and oversampling 

method filter was applied. In total, 32 models 

were tested. 

3.5. Evaluation   

In the final stage, it's critical to evaluate the 

outcomes and go through the stages in depth [31]. 

The confusion matrix was used to evaluate the 

performance of all of the models that were tested 

Xu et al.[32], which includes the number of true 

positives (TP), false positives (FP), true 

negatives (TN) and false negatives (FN). With 

these values, it is potential to obtain the metrics 

of accuracy (ACC), precision (P) and recall (R), 

and F1-score (F1) [33]. The P is the capability of 

the classifier not to label a positive sample that is 

negative. The R is the ability of the classifier to 

locate all the positive samples. ACC establishes 

the model's ability to capture true positives as 

being positive and true negatives as being 

negatives. The F1 combines the precision and 

recall of a classifier into a single metric by taking 

their harmonic mean. It is primarily used to 

evaluate the performance of two classifiers. We 

have conducted a comparison of different data 

mining technique for each schema, the following 

table show results of comparison. 

According to Table 3, we see that the accuracy 

rate of the DM technique is between 65% and 

71% using cross validation, on the other hand the 

accuracy rate using spit data between 50% and 

65%. For SC1, the best accuracy rate was using 

cross validation for RF technique. 

 

 

Table 4 shows the accuracy rate of the DM 

technique are between 69% and 76% using cross 

validation, on the other hand the accuracy rate using 

spit data between 69% and 76%. For SC2, the best 

accuracy rate was using cross validation for RF 

technique, and using split data for RF and NN. 

 

 

 

 

 

 

 

Table 3. Results of SC1 of Each DM Technique. 

Sampling 

Method 

DM 

Technique 
ACC P R F1 

Cross 

Validation 

RF 71 71 71 71 

KNN 65 65 65 65 

DT 70 70 70 70 

NN 70 70 70 70 

Split Data 

RF 65 65 65 65 

KNN 64 64 64 64 

DT 50 50 50 50 

NN 63 63 63 63 

for Each DM Technique. SC2Results of  Table 4. 

Sampling Method DM Technique ACC P R F1 

Cross Validation 

RF 76 76 76 76 

KNN 69 69 69 69 

DT 75 75 75 75 

NN 75 75 75 75 

Split Data 

RF 76 76 76 76 

KNN 69 69 69 69 

DT 75 75 75 75 

NN 76 76 76 76 
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Table 5 shows the accuracy rate of the DM 

technique are between 60% and 81% using cross 

validation, on the other hand the accuracy rate 

using spit data between 60% and 81%. For SC3, 

the best accuracy rate was using split data/cross 

validation for NN technique. 

 

Table 6 shows the accuracy rate of the DM 

technique are between 84% and 86% using cross 

validation/ spit data. SC4 achieve the best 

accuracy rate using split data/cross validation for 

RF technique. 

 

 

 

 

When looking at the results in Tables 3, 4, 5, and 

6, it is clear that SC4 produced the greatest results 

in terms of accuracy. Because the goal property 

(outcome) was not balanced, this is expected 

behavior. With the application of over-sampling 

techniques, a balanced data set is obtained but 

with little variance in the data because the 

instances are replicated. 

In Table 3, it is also observed that the majority of 

the best accuracy results used Cross Validation. 

This is because in the Cross Validation technique 

all data are utilized for training, while in the Split 

Validation technique only a percentage of the 

data is used. 

On the other hand, looking at Tables 3, 4, 5, and 

6, where P, R and F1 values are presented, it is 

noted that the results were all equivalent. This 

shows that the implementation of the technique 

was stable. The technique that achieved the best 

results was the RF followed by the NN. Of all the 

techniques, the worst was KNN, but its results 

were acceptable, just marginally inferior than the 

others. 

The best models are listed in Table 7 according 

to their accuracy. This metric was deemed to be 

a better way to evaluate the models since, in 

Table 5. Results of SC3 of Each DM Technique. 

S
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ACC P R F1 

Cross 

Validatio

n 

RF 78 78 78 78 

KNN 70 70 70 70 

DT 60 60 60 60 

NN 81 81 81 81 

Split 

Data 

RF 78 78 78 78 

KNN 70 70 70 70 

DT 60 60 60 60 

NN 81 81 81 81 

Table 6. Results of SC4 for each DM Technique. 

Sampling 

Method 

DM 

Technique 
ACC P R F1 

Cross Validation 

RF 86 86 86 86 

KNN 84 84 84 84 

DT 85 85 85 85 

NN 85 85 85 85 

Split Data 

RF 86 86 86 86 

KNN 84 84 84 84 

DT 85 85 85 85 

NN 85 85 85 85 

Table 7. The Best Results of Each DM Technique. 

DM 

Technique 

Sampling 

Method 
ACC P R F1 

RF 
Cross Validation / 

Split Data 
86 86 86 86 

NN 
Cross Validation / 

Split Data 
85 85 85 85 

DT 
Cross Validation / 

Split Data 
85 85 85 85 

KNN 
Cross Validation / 

Split Data 
84 84 84 84 
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addition to predicting student achievement, we 

also want to find plausible factors for E-learning 

implementation success, that is, it is not only 

essential to evaluate the calculation of true 

positives or true negatives, but both, so that in 

this way it is possible to understand what is 

associated with the E-learning implementation 

success and what is not.  

The attributes that contribute to building a 

predictive model for students participating in e-

learning are: gender, stage, student's location, 

internet connection type, use of synchronous 

learning, use of asynchronous learning, use of 

non-electronic resources, student confidence in 

e-learning outcomes, student's conviction in 

blended education, student contentment with e-

learning.  

The correlations widget used as a tool for 

evaluating variables according to their 

correlation with discrete or numeric target 

variable, based on applicable internal scorers. In 

our approach, we have applied Correlation 

attribute evaluation, in which features are 

weighted and ranked based on Pearson’s product 

moment correlation. This technique has been 

previously described. 

The primary principle behind this method is that 

the relevance of a relevant feature set in a dataset 

may be established by assessing its correlation 

with the dependent variable as well as the 

correlation among the features. A feature set is 

useful for a machine learning model if the 

characteristics are substantially associated with 

the dependent class but not with each other [34]. 

  

4. Conclusion 

Education sector has been severely disturbed 

during Covid-19 Pandemic. The WHO (World 

Health Organization) banned face-to-face 

classes. Social gatherings were also prohibited to 

prevent the spread of the virus. Accordingly, 

higher education institutes have adopted various 

E-learning mechanisms.  

E-learning has various advantages. However, 

recent research stated that measuring learning 

outcomes and knowledge acquisition is an 

ongoing challenge in e-learning environment. To 

this end, this paper investigates different data 

mining techniques to predict students’ 

performance.  

CRISP-DM is used to understand and prepare the 

collected data. Four correlation-based attributes 

selection schemas are implemented to measure 

the significant of the selected attributes. Orange 

DM suite is used to construct four prediction 

models: RF, KNN, DT and NN. Accuracy, 

Precision, Recall and F1-score are calculated to 

measure the performance of these model. 

Eventually, an 86% accuracy is obtained.  
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