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Abstract :

Matrix inversion is a common function found in many algorithms used in wireless
communication systems. As Field Programmable Gate Array (FPGA) become an
increasingly attractive platform for wireless communication, it is important to understand
the tradeoffs in designing a matrix inverson core on an FPGA. In this paper, a
configurable Field Programmable Gate Array (FPGA)-based hardware architecture for
matrix inversion is presented (download without data input). The proposed architecture of
this algorithm has been design using Matlab-Simulink 7.8(R2009a) to deal with parallel
structure. The design has been converted to behavioral VHDL coding style, as will as a
VHDL test bench using Simulink HDL Coder tool to realize hardware directly from
Simulink design. The use of Squared Givens rotations and a folded systolic array makes

this architecture very suitable for FPGA implementation. Input is a8 X 8 matrix of
complex, floating point values. The matrix inversion design can achieve throughput of
0.14Mupdates per second on a state of the art Altera Cyclone |11 (EP3C12F780C7) FPGA
running at 125 MHz and studies a class of Q(N) approximate QR-based least squares (A-
QR-LS) algorithm recently. It is shown that the A-QR-LS algorithm is equivalent to a
normalized LMS algorithm with time-varying step sizes and element-wise normalization of
theinput signal vector.

Keyword: Adaptive filtering, approximate QR-LS algorithm, performance analyss, QR-LMS
algorithm, square root free givens based algorithms, transformed domain LM S algorithm.
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1. Introduction

Matrix algorithms are commonly used in the areas of graph theory, numerica
algorithms, digital control and signal processing. These areas require enormous computing
power. A close examination of the algorithms used in these, and related, applications reveal
that many of the fundamental actions involve matrix operations such as matrix inversion.
Orthogonal Frequency Division Multiplexing (OFDM) is a popular method for high-rate data
transmission in wireless environments. In OFDM, the channel bandwidth is divided into
severa narrow sub bands. The frequency response over each of these sub bandsisflat. Hence,
a frequency-selective channdl is transformed into severa flat-fading sub channels. The time
domain waveforms of the subcarriers are orthogonal, yet the signal spectra corresponding to
different subcarriers overlap in frequency 1%,

Therefore, the available bandwidth is used very efficiently. The data rate of the system
is aggregate of the data rate per sub channel. These features make OFDM suitable for high
data rate applications. Another advantage of OFDM systemsis that they are less susceptible to
various kinds of impulse noise. These characteristics result in reduced receiver complexity ™.

MIMO (Multiple Input Multiple Output) systems use multiple antennas at both the
transmitter and the receiver. Each antenna simultaneously transmits a small piece of data
using the same frequency band to the receiver. By taking advantage of the spatia diversity
resulting from spatially separated antennas, the receiver can process the data flows and put
them back together [%.Figure (1) shows atypical M x M Multi-Input Multi-Output frequency.

Transmil antennas Receiver antennas
Tx | MIMO Channel Rx |
. Ml
2 Rx 2
Sl

Fig.(1) :An M x M MIMO system ¥
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This technique utilizes the bandwidth very efficiently. MIMO channels become frequency-
selective during high datarate transmission due to the multipath characteristics of the
environment. By combining OFDM and MIMO, these frequency selective channels can be
transformed to a set of frequency flat MIMO channels. Hence decreasing the receiver
complexity. Therefore, MIMO-OFDM systems are very promising in broadband wireless
systems > ¥ Each receiver in MIMO-OFDM systems should equalize the received signal to
remove the effect of channel on the signal. Most of equalization detection algorithms need to
invert a matrix which is either the channel state information (H) or a nonlinear function of it
f(H). Increasing the number of transmitter and receiver antennas in the system, results in a
higher data rate. At the same time, dimensions of matrix f(H)increase, requiring more
computations to invert the matrix in less time. This makes the matrix inversion block a
bottleneck in these systems. In this work, can be developed architecture for matrixinversion
by generalizing the QR decomposition-based Recursive Least Square algorithm (QRD-RLYS)
(5]

This algorithm has wide applications in wireless communications and Signal processing
such as beam forming, channel equalization and HDTV QRD-RLS is numerically stable and
has rapid convergence. It also involves local communication between nodes which is suitable
for hardware implementation. Inverting a matrix using QR decomposition requires a number
of rotations to nullify the unwanted values. The standard rotation agorithm called "Givens
Rotation"(GR) requires square root operations and divisions that are expensive for hardware.
a square-root-free version of the givens rotations or ”Squared Givens Rotation
(SGR)’proposed in ¥l This algorithm eliminates the need for square-root operations and aso
spares half of the multiplications.

On the other hand, reconfigurable system-on-chip architecture is a promising aternative
to both Application-Specific Integrated Circuits(ASIC) and general purpose processors [,
This is due to the distinct features of FPGA chips. As a reconfigurable hardware, FPGA is
powerful in its computation ability. In the last decade ,FPGA-based systems have achieved
significant speedups for arange of applications including signal processing, image processing,
network processors and robotics, to name a few but far from complete 89 FPGA has better
flexibility and shorter design cycle than ASIC.

Compared with DSP, FPGA is more convenient for system upgrading because it is
reconfigurable. Hence, FPGA is an ideal choice for those embedded applications requiring
powerful computational ability and reconfigurable. Thus make our new matrix inversion
algorithm focus on FPGA implementation ¥,

2. Algorithm Description

QR decomposition is an elementary operation, whichdecomposes a matrix into an
orthogonal and atriangular matrix. Quick Response (QR) decomposition of areal square
matrix A isadecomposition of A as A = QxR, where Q is an orthogona matrix (QT x Q=1)
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and R is an upper triangular matrix. Factor( m x n) matrices (with m >n) of full rank asthe
product of an (m x n) orthogonal matrix where QT x Q =1 and (nx n) upper triangular matrix.
There are different methods which can be used to compute QR decomposition. The
techniques for QR decomposition are householder transformation *% and the givens rotations
¥ Above all method, the Coordinate Rotation Digital Computer "CORDIC" algorithm is
effective technique and using for QR decomposition.

Considering the estimation of the N-dimensional parameter vector & for the followi ng

linear model:™*4

d(n) = x§ (n) E+v(n) L)

where d(n)and x%(n) are the desired (observed) signal and input vectors, respectively, and

e(j) =d() —xx(Hem) @)

In least squares parameter estimation, the following time-averaged squared magnitude error
is:

() = 3,3 [e()P )

where the constant 2 isthe forgetting factor with a value between O and 1. Equation (1) can
be written more compactly in matrix form as:

e(n) = d(n) — xy(n) 8(n)4)

Where
d(n) = [d(0), d(l).....,dm)]
(M) = [x:(n), %, () ...,y (MT ®)
Xy() = [xy(0), xy(1) ..o,y (T (6)

X ()and X, (1) are the received signal vector and the data matrix, respectively. Then, the
least squares objective function & (1)in (3) becomes

& () = efw?(n)e(n) = [wn)e(m)f ™

Where w(n) isadiagonal weighting matrix given by

W(n) = diag.(J},JF,.....,J; 1 ®)

The optimum value of &(11)can be obtained by solving the normal equation:
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Ry (m)0(n) = By () ©)
where

Ry(n) = Toa  xy(DxE(D) (10)
and

Py(n)=Zr,a  d)xE@) (11)

are, respectively, the weighted autocorrel ation matrix of X, (1), and the weighted

cross-correlation vector of X (ﬂ] and d(ﬂ]. Dueto the lower numerical accuracy in solving
the normal equation, a better method, thusis called the QR-LS method, is employed.

The following QRD of W(1)X,, (1)is performed 1*¥.

QW Xy () =[] 12)

where @ (n)issome(n + 1)(n + 1) unitary matrix andf; (1)is (N x N) an upper
triangular matrix. Using equations (12), (4) can be rewritten as

0mWmem = [T ] Mot a3

n+1-—-N

where Q(n)W(n)d(n) = [dy(n)C,,1_x]". Since Q(n)isan unitary matrix, the
square of the Euclidean norm on the left-hand side in (13) isequal to &y (1) in (7). Thetwo-
norm on the right-hand side of (13) achieves its minimum value when ©(71) is chosen as
Ry(m)6n) = dy(n), ard min@(n){y(n) = §y(n) = [|CyerylP

Since R, (n)is an upper triangular matrix (1), can be obtained by back-substitution,
there are several methods to perform the QRD of the weighted data matrix W (n) X, (n).
The inverting amatrix [A] using Gaussian elimination has a complexity of Q(1*)[12].

The complexity of matrix inversion in hardware becomes prohibitive for real time
applications and large values of n. Our goal isto invert amatrix of size (12x12) in hardware.
In this paper the results for inverting amatrix of size (8 X 8) can be presented. the sameidea
and a slight modification in hardware can be used for larger matrix sizes.

The QR decomposition and systolic arrays that used in the hardware design is shown
inthe Figure (2).
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Fig. (2): Systolic Array for QR Decomposition
Let A be (11 X p)matrix of full rank p. The QR decomposition is decomposing matrix
A to atriangular matrix Rpxpand an orthogona matrix Q using plane rotations.

A=0QR (24)
Rotation
algorithm can be givens rotation or any of its variations such as SGR, SDGR or CORDIC.
Then, finding the pseudo-inverse of matrix A, isequal to

A7l = (APA)1A® = (RER)1RH Q" (15)

Recursive |least square algorithm based on QR decomposition (QRD-RLS) can be used to find
the inverse matrix. The main idea of QRD-RLS algorithm isto find a solution for the system
of equations:

Ax=d (16)

by minimizing the least square error min(|d — A, |),this can be done by transforming A to
an upper triangular matrix using QR decomposition and systolic arrays and substituting the
elements backwards into the equations™*®!. By generalizing the above procedure to p
dimensions and solving the equation.

AX=l a7)
where | is the identity matrix, can be found the inverse of a matrix A, X =A~! The next
section presents the SGR, the rotation algorithm used in our architecture 4.
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3. Architecture Design

The systolic array for inverting a (8 X 8) matrix is shown in Figure(3). If the
implemented every single node in this diagram, it requires a large area and has very high
throughput. In our approach, the combined similar nodes, added memory blocks and a
scheduler that controls movement of data between nodes shown in Figure (4). In this figure,
boundary and internal cells are same as the ones in Figure(5). The back substitution cell is a
combination of eight cells LI1i; LI2i; LI3iLI4i;LI5i;LI6i;LI7i; LDi.™
During the initialization step, the input matrix is stored in A-Mem cells.
cell starts processing it. Because there is no data dependency at the beginning of the process,
boundary cell does not have to wait for the initialization step to finish and these two steps can
be pipelined. The boundary cell performs vector zing on the values and sends the rotation
angleto theinternal cell. It computes the equations:*®

U= U + WU,V (18)
— Wl

v
¢="/y, (20)
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Fig.(3): Systolic Array for 8x8 Matrix Inversion..
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Figure (5) shows a block diagram of this cell. Inputs are the values for u and 1, and w

and outputs are the values foriZ; W and c. The outputs of boundary cells enter the internal
cells for more processing. They are aso stored in the D-Mem memory cells. Boundary cell
and internal cell will be active during the next step working on different sets of input data.
Internal cell runs on the elements 2 to p in each row of the input matrix A and the identity

matrix | in (17).
Inputﬂ\/\atrix

A-Memory
( )
Controller | «— l l
«—> Boundary cell —>  Internal cell
A
v i
“« > D-Memory
. J

Inverse Matrix

Fig. (4): QRD-RLS Block Diagram

Fig. (5): Boundary Cell Block Diagram
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4. FPGA Implementation

Simulink HDL Coder is high level design tool which generates HDL code from
Simulink models and State flow finite state machines. Simulink HDL coder also provides
interfaces to combine manually-written HDL codes, HDL simulation blocks and RAM blocks
in its environment.

The QRD-RLS Algorithm has been designed, synthesized and ssimulated using Alter a
Quart us Il software targeting cyclone 11 FPGA. It provides a complete design environment
for designing system on a program Mable chip.

Cyclone 11l (EP3C12F780C7) device is used to implement and test the matrix inversion
design. The Cyclone Ill board provides three input clocks: 125 MHz, 50 MHz and external
clock specified by the user. Therefore, the speed of design should be checked when it is
implemented on Cyclone Ill. The FPGA implementation result shows that the matrix
inversion core can achieve a maximum operating frequency of 115.77 MHz, which is very
close to the clock frequency of the board (125 MHz) as shown in the reports (Figures 6 and
7). Input is a (8 X 8)matrix of complex, floating point values and output is the inverse
matrix. Table 1, shows the design statistics for a (8 X 8) matrix inversion core. Can be
assumed 2 byte for mantissa, 1 byte for exponent of floating point numbers and one sign bit.
For floating point operators (adder and multiplier) can be used available operators from
Altera

On a state of the art cyclone Il (EP3C12F780C7) FPGA running at 125 MHz, this
matrix inversion architecture achieves a throughput of 7.2or 0.14Mupdates per second. By
pipeliningthe triangular section and the back substitution part of the design, throughput can
increase to 0.15Mupdates per second. The latency for generating the upper triangular matrix is
777 cycles and back substitution has alatency of 156 cycles.

These latencies can be decreased by adding more boundary or internal nodes to the
design or decreasing the word length requirements. The design is easily extendable to other
matrix sizes of (11 X p) by changing the control unit. There is a tradeoff between number of
cells (and hence area of the design) and throughput. For larger matrices, if throughput is less
than required, can be increased number of cells and use a semi paralle approach instead of the
current folded model.
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Fig.( 6): report for maximum frequency.
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Fig.7: Report for maximum frequency by timing analyses tool.

Tablel:Resources For 8x8 Matrix Inversion Core On A Cyclone IlI-FPGA

Synthesis Summary For The Matrix Invertion Core targeted
for Cyclonelll (EP3C12F780C7) device
Resour ces Used Available Utilization

Tota logic e ements 16197 119088 (13%)
Total registers 2978 119088 (2.5%)
Total memory bits 3660 3981312 (9%)
DSP block 9 bit elements 142 576 (24%)
Maximum frequency 115.77MHz

To improve the precision in computation, implement floating-point to handle redl
numbers. However, can be also employed fixed-point arithmetic to reduce hardware usage.
Basicaly, the FPGA implementation is highly application related, however, there still exist
Some common recognitions.

During our exploring to implement MPC technology into a FPGA chip, have be
accumulated some experience which is also useful for FPGA implementation of other control
algorithms. Firstly, can be recognized that a good rapid prototyping environment is crucial. It
helps to focus on design the control agorithms and implementation architectures. Compared
with written VHDL or Verilog, HDL coder is a much easier and efficient tool for control
engineers. Moreover, developing a connection channel between MATLAB/Simulink and
HDL coder suite is also essentia to fasten the design and verifications. Secondly,
implementing an agorithm into hardware is much different from running it on a PC. Control
algorithms

Should be re-design carefully to fit the FPGA environment. For example, a floating point
multiplication unnecessarily inside a loop will cause a lot more chip resource than putting it
outside. Every part of the algorithm should be checked carefully before implementing it into
an FPGA chip. In doing this, MATLAB isahelpful tool.
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5. Conclusions

Improved algorithms for a class of approximate QR-based LS(A-QR-LS) agorithms
recently proposed are presented. It is shown that the A-QR-LS algorithm is equivalent to an
element-wise normalized LM S agorithm with time-varying step sizes. It reduces to the QR-
LMS algorithm when all the normalization constants are chosen as the Euclidean norm of the
input signal vector. Designed and implemented a matrix inversion coreison Alter a Cyclone
[1IFPGASs using QRD-RLS and Squared Givens Rotation algorithms that enables the run-time
definition of the input matrix dimensions is done. The design runs with a clock rate of
125MHz and achieves a throughput of 0.14Mupdates per second.This design is easily
extendable to other matrix sizes.
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